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Resume: Mesures au microscopea effet
tunnel dans les composs
Bi,Sr,CaCuy,Og 5 €t
BiQSI‘QCGQCU3010+5.

« Le microscopea effet tunnel

En 1981, uneévolution technique a eu lieu quand Binning et Rokigt]inventerent le
microscopen effet tunnel (en anglais scanning tunneling microscope ou STM). Le STM
est compos basiquement d’une pointeatallique qui se trouva quelquenstdmgs
d’'un échantillon conducteur. Quand une diffnce de potentiel est appl&pientre la
pointe et lechantillon, un courant tunnel apptitr@cause du tunnel quantique. Le courant
tunnel est sensible aux prop#éstlectroniques locales deethantillon et il @pend ex-
ponentiellement de la distance entre la pointe@tHantillon. Si on balaye la pointe par-
allelement la surface de &chantillon (dans le plan— y) et si on mesure simult@ément
le courant tunnel, oné&termine les propriés spatiales deédchantillon. Pendant une
mesure STM, on corife les quatre paragtres suivants : la position de la pointe dans les
directions x,y et z par rappoétla surface de &chantillon, la diference de potentiéf, et
le courant tunnel a travers le vide entre la pointe e¢€hantillon. De cette facon, on peut
obtenir des informations topographiques ou spectroscopiques en fonction destpasam
contdlés quand le courant tunnel est me&sur

Dans ce travail, nous utilisons un STM coricGereve. |l fonctionnex des temgratures
entre 275 mK et la tengrature ambiante, dans un champ n&gue jusqua 14 Tesla et
dans une chambi@ ultra haut vide (UHV) avec la possibéide manipuler Echantillon
et la pointein situ. Le syseéme, d’'une architecture non-conventionnelle, estbasir
un cryostat qui se charge par le bas et qui est m@uot dessus de la chambre UHV.
Ce design permet un sgshe compact donnant un &scfacile au STM et des temps
courts pour le changement de pointe edatiantillon. Au centre du cryostat, se trouve
“la canne de mesure” de¢ d’un insert avec uréfrigéerateur d*He. Ce efrigérateur
ne fonctionne pas en circulation continue, mais par cycles succesisifge(shot Le
contdle en temprature de Bchantillon est&ali par les éfrigérateurs déHe et*He

1



2 Résune en francais

avec chauffage®sistifs. A I'extémite de I'insert se trouve l&te du STM. La configura-

tion STM utilistea Gereve [3,4] consiste en deux tubesgzio€lectriques concentriques

. les mouvements de la pointe sont gouespar le tube i@rieur et le tube egtieur
contdle les mouvements deelchantillon. Avec cet instrument, on peéatiser degtudes

dans uneé&gion de~ 1 um? a une temprature de 2 K. Par le mouvement de l'insert, le
STM peutétre cepla@ de sa position de mesure, au centre de I'aimant supraconducteur,
jusqu’a sa position de sortie dans la chambre UHMO peut changen situl’ @chantillon

et la pointe.

Un feedbackeélectronique est utiles pour stabiliser de facon dynamique la pointe
au-dessus deédchantillon pendant le balayage. La pointe est comeagttla terre et
I’ &échantillon est mis au potentig]. Comme le courant tunnel est mesentre lechantillon
et la pointe, on mesure un courant positif quand uneifice de potentiel positive est
appligtee. Dans cette configuration, letats vides sont tes$ pour des potentiels posi-
tifs et lesétats occups pourl, < 0. Dans ce mode de courant constant, on mesure les
variations de la position verticale de la pointe (la coordmw) au cours du balayage afin
d’obtenir une image topographique de la surfaaa potentiel dona

Si on maintient la coordor@®z de la pointe fieea une distance doge de Iechantillon
et que le potentiel est vé&pendant qu’on mesure le courant tunnel on obtient I'information
spectroscopique locale. Ofthit la conductance tunnel défentielle comme la&tivee
du courant tunnel par rapport au poteniiel Dans la configuration STM, cette conduc-
tance tunnel diffrentielle est proportionnelkela densi locale degtats. Dans ce travalil,
elle est directement mese par une technique lock-inpiaune petite modulation alter-
nativeV,. cos(wt) est additionde au potentiel, laguelle induit une modulation du courant
tunnel. Lamplitude de cette modulation induite est méswwomme un signal DC est pro-
portionnela la premiere @rivee du courant si 'amplificateur est en phase avec la gnemi
harmonique de la modulation appliegt La pren@re cerivee du courant est paéfinition
la conductance tunnel défentielle.

Une carte spectroscopique pétite obtenue si on combine ssolution spatiale avec
la possibilie de mesurer les progtes spectroscopiques locales dechantillon. Une
carte spectroscopique r&sente les variations de la conductance tunneémifitielle
mesueea un potentiel donm et dans une certainégion. Dans cetteegion, on é@finit
une matrice &guliere des point&quidistants qui nous permet d’obtenir une carte to-
pographigue de cett&gion. En chaque point de cette matrice, deux édesont suc-
cessivement effecés. Un rele@ topographique egtablia la tensionl/; (feedback en-
clencke). Puis le feedback est interrompu, et une mesure spectroscopique de la conduc-
tance diferentielled] /dV est effectée,a une ou plusieurs tensiols. La tension initiale
V; est établie, le feedbaclkéenclench et on @place la pointe au prochain poiréfahi.
A la fin de la mesure, une carte spectroscopigéaergiecV, et une carte topographique
mesuée au potentiel; sont obtenues. Uné&Ee de donaes spectroscopiques meses
sur une ligne peuktre obtenue et ilséfinissent une trace spectroscopique. Un exemple
de spectre est momans la Figur& qui correspon@ un spectre meseisur la surface
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(001) du compas Bi,SKCaCw 049, s aT =2KetH =0T.

Bi2223

—

di/dV (nS)

0....1....1... T BT BT
-300 200 -100 0 100 200 300

v, (mV)

Figure 1. Spectre tunnel megusur la surface (001) du com@oBi,SLCaCwO4p, 5 A
2K et OT. Le spectre est une moyenne sur une trace spectrale de 100&umarifillon a
T. = 111 K qui correspond au dopage optimal= 0.6 nA, V; = 0.6 V.

« Les supraconducteursa haute temgerature critique

En 1986, une autreevolution ébranla le monde de la physique avec &alverte
des nouveaux matiaux supraconducteurs par Bednorz dilletr [5]. Ces magriaux
présentent les ten@patures critiques les pléde\ees et ils posslent tous des plans d’oxyde
de cuivre Cu@. Ces plans sonépakés par des plans de blocage qui se comportent comme
des eservoirs de charge. On estime que les excitatdmsss&nergie dans les supracon-
ducteursa haute tem@rature critique (HTS) sontédermirées principalement par les in-
teractions dans les plans de GuQ@ état de valence du cuivre pektte varé si on change
la composition chimique des plans de blocage, ce&quivauta doper les plans de CyO
Dans ce que suit, on congictra uniguement le diagramme de phase &atpre-dopage
pour les matriaux do@s avec des trous.

Le compog avec urélectron par maille unitaire est un isolant. L'incorporation des
trous supprime graduellement I'ordre antiferrométigue initial (égion AF dans la Fig.
2). Aun dopage de =~ 0.02 — 0.04 trous par maille unitaire, le comp@slevient d’abord
meétallique puis supraconducteur en dessous de laégeatyre critiquel,.. La variation
de la temprature critique avec le dopagetdrmine une parabole invéesqui &limite la
phase supraconductric&@ion SC dans la Fig). Le 7. maximal cefinit la concentration
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Trrrrrrrrrrrrr 1 rr 111 T T T[T 1T TTT
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Figure 2: Diagramme de phase &amatique pour les matiauxa haute temgrature cri-
tique.

optimale des trous etiermine deuxégions dans le diagramme de phaseétfion sous-
dopee correspondant aux < z°?* et la region sur-dop pourz > z°?!. La dependance
de la temprature critique avec le dopage fut déende facon empirique par Preslastd
al. [6]:

To(w) = T |1 - 82.6 (2 — 2)°] |

ou 77"* est la temprature critique maximale au dopage optimal.

Le STM nous permet deétierminer les caragtistiques spectroscopiques des HTS
dans diferentes @&gions du diagramme de phase. Un exemple de spectre dans le com-
po< a trois plans BiS,LCaCuw 0,5, a dopage optimall(. = 111 K) mesué a 1.8 K
est monte dans la Figl. Il présente une forme en & basseg&nergies avec des grands
picsa+46 mV et une structure asy&trique cara@rise d’abord par un creux et ensuite
par une bosse autour @@ mV. A plus haute€nergies £ > 150 mV), il présente un
fond de conductance asytnique assez plat. Comme les spectres de conductance tunnel
différentielle sont proportionnedsla densi d'étatsa une particuleéV(w) [7, 8], les car-
acéristiques du spectre de la Figpeuvengtre compris par une densi’états moélisee
qui inclut des quasi particules de Bogoliubov dans une&yiey et qui posédent un gap
d’énergieAy. Ces guasi-particules sont exadts dans une banééectronique nergie
& et coupkesa un mode collectif d’excitatiorstravers un terme de sé}hergiei(k, w).

De cette facon, on peut relier les ca&ddtiques spectroscopiques du spectre néastr
dans la Fig1 avec les paragtres de la dendtd’etats moélisee. Sa forme en ¥ basses
énergies £ ~ 0) mV correspond la supraconductivgta synetried, les grands pics sont
interpetes comme les pics de catence supraconducteurs et leurs positions nous perme-
ttent d’estimer le gap @nergieA,, dans ce cas, = 46 mV. La structure creux-bosse
est asso@ea un effet de couplage forf]. Finalement, les variations dans I'asgtrie du
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fond de la conductance pou |> 150 meV sont normalement réles aux co@lations
fortes pesentes dans ces ragtaux [L0, 11, 17].

« Spectroscopie dans le cceur de vortex dans le com@os
BlzsrgcaCUQOg_Hs

Une étude spectroscopiquetdillee du cceur de vortex d’uechantillon sur-dop de
Bi,SrCaCyOg, s aéte réalie. Dans le cceur, une modulation de la dén$itats avec
une synétrie quatre &t obseree. Cette modulation psente unegriode de{.3+0.3)a
qui est inéépendante deé&nergie et on @montre qu’elle est réde auxétats dans le cceur
de vortex localig a 6 meV. Comme lénergie de®tats de coeur est proportionnelle au
gap supraconducteux,, nos Esultats indiquent I'existence d'une relation directe entre
les états supraconducteurs et les modulati@lestroniques locales aux coeurs de vortex.

La spectroscopie tunnel des cceurs de vortex dans, -8laCuyOs. s a monté que
le spectre pseudogap appam@ans le cceur de vortex avec deux pics additionnels. Ces
pics demeurend uneénergie constante plus petite que le gap et @tergie ne dpend
pas de la distance du centre de vortég, [L4, 15]. L énergie de cesétats localiges est
autour de).3A,, ou A, est la position des pics de datence dansétat supraconducteur.

Hoffmanet al. ont aussi obsef/une modulation spatiale de la conductance tuanel
basseenergie dans le cceur de vortex. Ces modulatioasgtent unegyiode dela [16]
(oua = 3.8 A est la distance entre les ions de cuivre). Plus tard, des modulations
similaires ontete obsereées en I'absence d’un champ matique [L7, 1&]. Hoffman et
al. ont remargé que la longueur d’onde de ces modulationsspnte une dispersion
en énergie et ils ont propésd’expliquer cet effet par une intérence entre les quasi-
particulesa cause de la diffusion avec les imp@®et autres inhomeégeitées [L7, 19].
Par contre, certaines modulatior&ripdiques repoées par Howalet al.[18] n'ont pas
de dispersion pas émergie, et une explication en termes de stripes statiques fut iseoqu
Plus Ecemment, Vershiniat al.[2(] ont é&tudi la cEpendance spatiale de la conductance
tunnel dans laggion pseudogap, juste au dessus de la&atpre critique. lls ont obsesv
un reseau ca& incommensurable avec unerpde(4.7 + 0.2)a et pas de dispersion pas
enénergie. Ces observations permettent de conclure que ces modulations soentiff
de celles obsekes dans &tat supraconducteur. Un pattern non-disper&faobsere
aussia basse temgratures dans déxhantillons fortement sous-depde Bi221271] et
Ca_,Na,CuO,Cl, (NCCOC) |27] carackrises par des spectres semblables au spectre du
pseudogap. On peut donc kglile pseudogap au pattern @avec une longueur d’'onde
non dispersive. Par contre danstét supraconducteur, des modulations dispersives sont
principalement obseées, probablemeatcause des inté&fences entre quasi-particules.

La Figure3a montre une carte de conductance obtesalie = —25 mV ou on voit
clairement la position du coeur de vortex. Sa taille et sa forneguitiere correspondent
auxétudes pealables?3,24]. Une carte spectroscopigag’; = +6 mV est montee sur
la Fig. 3. Cetteénergie, 6 meV, corresporadl’énergie degtats dans le coeur de vortex.
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Figure 3: (a)8.7 x 8.7 nn¥ carte de la conductan@g/, = —25 mV. L“inset” montre la
topographie mesée en néme temps &t la mremeéchelle que la carte de conductance. (b)
Carte de la conductance dans lame Egion que (aaV, = +6 mV. (c) Image ésultante
apres une transformation de Fourier appéga une carte de conductance mésul, =

+9.6 mV. (d) Région centrale d’une image fiéte par transformation de Fourier d’'une
carteaV, = +6 mV. Le filtre appliqe €lectionne la&gion entre deux cercles de rayons
q[2m/a] ~ 0.17 et~ 0.32, ce qui inclut les pics les plus proches du centre. (e) Spectre
mesué au centre du cceur de vortex (A), dans un maximuméseau ca#é (C') eta
I'extérieur du cceur. (f) Spectre moyeéndans les sept cerclastravers la #che sur la
figure (d). Les spectres oété depla@&s verticalement pour plus de ckart
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Dans le cceur, une structure @&eifornee par quatreagions claires est obsé&mw, similaire
aux observations predentes@&ali€es par Hoffmarmt al.[16]. Afin d’analyser de fagon
guantitative cette structure, on a appkqune transformation de Fourier (FT) aux cartes
spectroscopiques me&asa differente€nergies. A part le pic correspondant aégeau
atomique, il y a deux structures qui sont clairement olisesy D’abord, il y a quatre
picsaq; ~ 0.257/a qui corresponderd une @riode incommensurable dé.3 + 0.3)a
orienés paraklement la liaison Cu-O. Ces maxima sont clairement obasgdans toutes
les transformrs de Fourier des cartes spectroscopiques raeswgntre 4 et 12 mV, et
entre -8 et -12 mV, avec une interésie I'ordre de2/3 plus petite pour legtats occups

(Vs < 0) que pour lesttats vides. Ensuite, il y a deux maxiraa, ~ 0.757/a qui
apparaissent uniguement dans la directigir, 0). On remarque que les pigg sont
leégerement tour@s par rappord la structure atomique, par contre les pics correspondant
a la eflexiong; ne le sont pas.

Afin d’étudier la variation spatiale de la degsit'états locale dans le cceur de vortex,
on a €lectionré 27 zones circulaires dans les images spectroscopiques, chacune avec 21
pixels qui sont moné&es dans la Fig3d. Pour plus de clagt I'image filtree et inverse
de la transforrae de Fourier est utike pour @éfinir ces positions. Trois spectres car-
acéristiques sont mor#ts dans la Fig3e : A et C’ ontété obtenus au centre desgions
A et C, respectivement, et le spectre G’ au poinh@ne distance de 3.4 nm du cen-
tre du Eseau café. Le spectre G’ est similaire au spectre mésam absence de champ
magretique, par contre les spectres A’ et C’ somsstdifferents. Lestats de coeur appa-
raissent clairement dans le spectre C’ mésuin maximum dué&seau cag, par contre le
spectre correspondant au point A n&@pente presque aucune signatuktats de ceeur.
Donc, il appar@ que le pattern caerrepésente la variation spatiale detts localigs.
Afin de étudier avec plus deatiails cette relation et pour extraire des caestiques plus
fiables, on a moyer@les spectres dans chaque cercle de la¥gigLes spectres moyeas
qui suivent la feche indigée dans la Fig3d sont montes dans la Fig3f. Les états de
coeur apparaissent clairement dans les deux cercles Egalismaximas du pattern carr
(rouge). Au centre A, une faible signaturetiits localiés est obsele, et cette signature
dispardt quand on se @placea I'extérieur du pattern cagr

Toutes ces observations nous permettent de conclure qé¢akssde cceur de vortex
sontétroitement reks au pattern car La Fig.4a montre une coupetali€e dans les
transforngées de Fourier le long de la direction, 0) pour differente€nergies. Le pia
¢1 et qui correspond une jgriode~ 4a ne pesente pas de dispersion@mergie dans la
marge d’erreur de nos mesures. Une faible dispersion aux longueurs d’ondes plus grandes
ne peut pagtre excluettant donge la Esolution erénergie. Cependant, cette possible
dispersion serait dans le sens oppaselles obseiesa travers la directiofir, 0) dans
I' état supraconducteur et qui @é attriblees aux inteérences de quasi-particules.

Il faut rappelerégalement que les pies qui correspondend une longueur d’onde de
(4/3)a sont uniguement @sents dans la directidm, 0) et pas dans la directiof, 7).

La figure 4b montre les intengts des trois pics dominants en fonction dmgrgie.
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Figure 4: (a) Conductance tunnel diféntielle auénergies entre 0 et 16 meV meses
le long de la directior{r, 0). (b) Intensié de la transfori@e de Fourier pouj, = 27/a
correspondant aleseau atomiquey ~ 0.25(27/a) correspondant au pattern dadans

~

le coeur de vortex, ef, 0.75(27/a) qui appar#t uniqguement dans les directions
(+m,0). Les intensiés ontéte mesuées aux positions des pics indegs dans la Fidc.
(c) Variation erénergie de I'intensit de la transfori@e de Fourier normakg correspon-
dant au pie;; ~ 0.25(27/a). La normalisation corresporéda valeur moyenne de la carte
spectroscopique a@s que la transforée de Fourier aiéte appliqeea chaquenergie.
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L'intensité du picq; pos®de un maximuna I'eénergie de Etat locali€. L'augmentation
pres de20 meV n’est pas significative, puisqu’il y a une augmentatierégale de I'intensé
a plus hauté&nergie. (voir Fig3c).

En comparant no€sultats avec les observations de Vershatial.[20] réali®es dans
le pseudogap au-dessus de la ténagpure critique, on trouve que 'ordre dans le cceur de
vortex est tés similairea I'ordre dans le pseudogap. La structure de base est une modu-
lation carée sans dispersion et oriéetdans la direction de la liaison Cu-O. Lerijpde
(4.7+0.2)a trouve dans le coeur de vorta K est égerement plus petite que I&pode
(4.7 £ 0.2)a correspondant au pseudoga@d 00 K. Ils ont troué que l'intensié du pic
dans la transforén de Fourier est plus grande et apgndante deé&nergie au dessous de
20 meV. Par contre, nous avons tréuyue la @épendance eanergie ressembkela con-
ductance tunnel. Cette diffence peugtre releea unélargissementia la tem@rature
de 100 K. Une autre di#irence est qu’on a troéwne modulatiori4/3)a dans une seule
direction. Ce type d’ordre @& aussi vu par Hanaguet al.[27] a basse tenmgrature dans
le compog Ca_,.Na,CuG,Cl, avec un griode principale déda.

« Spectroscopie tunnel a basse temperature dans les com-
poses BySryCaCu,0g, 5 (Bi2212) et
BlQngCﬂQCU3010+5 (B|2223)

Nous avon£tude en etail la forme des spectres tunnel dans lesesyss Bi2212 et
Bi2223 mesuesa ~ 2 K et sans champ mag@tique appliqgé. Il est possible d’obtenir des
échantillons homagnes, au moins dans lagion sur-dop. Ceséchantillons sont iden-
tifiés par une transition supraconductéteite AT, /T, < 1%. Dans le€chantillons in-
homogenes, les spectres varient dans weggon d’un nanoratre. En utilisant la@pendance
en dopage du gap et le fond de la conductance dans le cérBi2ia12 commeaféerence,
on a estine de facon qualitative le niveau du dopage danstdsantillons de Bi2223.
Pour les deux systes, on observe uigolution sysématique des cardistiques spec-
troscopiques quand le gap augmente :

e La hauteur des pics de caetence diminue.
e Lalargeur des pics de cérence semble rester constante.

e Lasynttrie de la hauteur des pics de éobnce change, ils sont presque &jmiques
pour des gaps correspondant au dopage optimal.

e Laprofondeur du creua voltage @gatif diminue en suivant apparemment la diminu-
tion en hauteur des pics de @hnce.

e La pente du fond de la conductanaspeénd lireairement de la largeur du gap.

e Autour du dopage optimal, il y a un changement de signe dans la pente du back-
ground de conductance: positive pour gaps plus petits.
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Figure 5: (a) Pente du fond détermire a V, = —200 mV en fonction du gap @&nergie
A,. (b) Position absolue e@nergie du creux par rapport au gap, — A, en fonction
deA,. Les symboles ferés (ouverts) correspondent aux valeustedmires des spectres
moyenrés pour le comp@sBi2223 (Bi2212). Chaque spectréta normaliga 1aV, =
300 mV.
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La Fig. 5a montre unetvolution presque ligaire de la pente du backgrounden
fonction du gap pour tous leéchantillons meseés. La position energie du creux par
rapport aux pics de c@hnenceEy, — A, en fonction deA, est montee dans la Fig.
5b. Ces comportements oate determires pour leechantillons des compes Bi2212
et Bi2223. Une comportement aire est obseévpour les deux sysines avec la Bme
pente, c.f. Fig5b.

Finalement, dans le spectre tunnel du cong®®R212, une structure avec des doubles
pics est fequemment obseee sur les pics de céhence. Les deux pics sont normalement
sepagés par~ 12 meV et leurs intensits relatives varierd I'échelle atomique.

« Spectroscopie tunnel sur les supraconducteuid haute
tempéerature critique : effet spectroscopique de la sin-
gularité de Van Hove, du gap, et du couplage avec un
mode collectif

Il a é mention@é ci-avant que les spectres tunnel des supraconductéhaste tem-
pérature critique peuvergétre compris par une densidesétats modlisee N(w) qui
inclut les quasi-particules de Bogoliubov avec un gap de synétrie d. Ces quasi-
particules sont exd@es dans une bané@dectronique avec une relation de dispersjpn
et coupkesa un mode bosonique d’excitatioagravers un terme de se’éhergiei(k, w).
On piésentera dans ce qui suit un ajustement (“fit") des spectres tunnel en utilisant ce
mockle qui nous permet deeterminer de facon non amliig les paramtres du moédlea
partir du fit.

On a utili€ le compos a trois plans BiSr,CaCu;Og., 5 (Bi2223) qui poséde la plus
grande temerature critique dans la famille des comge¥aés sur le bismuth. La con-
ductance tunnel diffrentielle mesue sous ultra haut vide dans @ohantillon dog de
facon optimale est morée dans la Fig6. Le spectre gsente le comportement én
caracéristique d’'un supraconducteaiisynétrie d et une structure asy&trique de creux-
bosse. On a choisi de facoglibéree unéchantillon avec un dopage optimal qui montre
un fond de la conductance assez plat dans la conductancejutag@nergie®leves (voir
“inset” dans la Fig6). Pour leséchantillon sous-dds, les spectres montrent un back-
ground asyratrique rele aux effets des calations fortes0,11,17], qui peut dissimuler
d’autres asyratries intringques. Choisir u@chantillon avec un dopage optimal et sans
background asy#trique nous permet d’exclure les fortes émtions comme cause des
asynetries obsergs.

Pour illustration, on montre dans la Figla prédiction par un moéle a électrons li-
bres qui interagissent selon une interaction BCS ave@&syea (courbe @finie par l'aire
grisee) |25, 26]. Ce moctle reproduit bien les dokes exprimentalesa basseenergie
(S A,/2), mais il ne reproduit pas les doeesa plus hautegnergies, en particulier
I'asymétrie dans la hauteur des pics deemnce. Une description meilleure de la hauteur
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Figure 6: Conductance tunnel typique pour le congBR223 (. = 111 K) aT = 2K
(points). Le spectre eximental est une moyenne de plusieurs spectres EEsutes
positions diferentes sur le Ameéchantillon et avec le éme gapA, = 38 meV. Les
barres d’erreur donnent le€wdations standard de cette moyenne. L*“inset” montre le
spectre dans unéechelle dénergie plus grande. On montre aussi les spectreditpr
par trois moeles (voir texte) :€lectrons libres avec une interaction BCS et avec une
symetried (grise), moakle BCS avec sy#trie d qui inclut une dispersion de bande avec
une singularié¢ de van Hove (VHS) (ligne en traits &y, et moeéle BCS avec sy#trie

d incluant VHS et coug@ a un mode maggtique Esonant (ligne continue). Le poids
spectral total dans la gammeédiergie de la figure est leéme pour toutes les courbes.
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des pics de cdirence, de leur largeur et de I'as§trie est obtenue si on consie la struc-
ture de bandélectronique. Auxnergies plus petites que 200 meV, un &lea@ une seule
bande est suffisant pour &forer les ajustements du spectre. On cogigdin moéle de
réseawh deux dimensiong, = 2t;(cos k, + cos k) + 4t, cos k, cos k,, + 2t3(cos 2k, +

cos 2k, ) — p ou lest; repesentent les-emesenergies de hopping entre voisins. Pour cette
dispersion la singulagtde van Hove (VHS) se troudeuneénergiefy = —4(to —t3) —
correspondant au point de seke = (7,0) = M. Les parargtres de la bande sont
détermirés par un ajustement du minimum @ue tout le spectre qui est maatans
I“inset” de la Fig. 8.2.1 Cet ajustement donne les valeurs suivantgs:= —882,

to = 239,t3 = —14, and{y = —26 meV, aved, = 34.1 meV comme gap de sy&tried .
Ces valeursétermirees uniquemerdt partir de la conductance tunnel donnent une surface
de Fermi en accord semi-quantitatif avec les mesures de @inésion P 7], ce qui est
tres encouragant. En particulier, la VHS se trouve au-dessusrterdjie de Fermi comme
attendu pour un matiau dog@ avec des trous. La courbectirique esultante (Fig6,
ligne trait tires) est tes similaire au maogle desélectrons libres pour lesnergies plus
petites que le gap, mais il suit la courbe eXmentale jusgqé desénergieségerement
plus grandes que les pics de éobnce. Leffet principal de la VHS est d’ajouter du poids
spectral additionnel au dessous du niveau de Fermi et eregoesce d’augmenter la
hauteur des pics de cefence pour des potentielgégatifs. On remarque qu’en absence
des facteurs @&largissemento] la VHS apparaitra comme un deéxne pica coe du
pic de colerence principal.

Le mockle “BCS plus VHS” n'est pas satisfaisant a@mergies sugrieuresa 2A,,
ou il échouea reproduire le transfert significatif de poids spectral du credx bosse
et qui est plus fort aux potentiel®gatifs dans le spectre exfimental. Typiquement,
ces transferts signalent un couplage fort des quasi-particules avec une excitation col-
lective. Ce couplage augmente I'amortissement des quasi-particules dans une gamme
d’énergie et en @me temps il produit une renormalisation dans sa dispersion. Dans les
supraconducteurs conventionnels, le coupklgetron-phonon induit des effets similaires
dans le spectre tunnel, bien que moins progshauxenergies reéesa la frequence des

phonons 18,29, 30]. Une interpétation de la structure creux-bosseémsur les phonons
aéte recemment utilige [31,32,33,34,35,36]. Un autre possible candidat est I'excitation
magretiquea (7, 7) [37,38,9], connue normalement comme “lasonancé 41 meV "—

bien que so®nergie change d’un n&iaua un autre et varie aussi avec le dopaijd.[Le
couplage des quasi-particules avec ce mode collectif change lareztjie deglectrons
et peutétre expring en termes de susceptil@litu spiny;(q,w) [38]. En utilisant une
expression dg, obtenue pour reproduire les dares de la diffusion ilastique des neu-
trons, Hoogenboorat al. ont monté que ce moele fournit une ts bonne description du
spectre tunnel du compe®i2212a des dopages défents {0]. En plus des paraatres
de la structure de bandg u et Ay, ce moele contient trois paraétres additionnels
qui sont I'energie de laésonancé),, la longueur caraétistiquel, ~ 2a qui repesente
I'extension du mode autour du poigt= (7, 7) [3€)], et une constante de couplage

Afin d’estimer ces paragtres, on a&ali®€ un autre ajustement aux moindres earr
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de tout le spectre qui est moatdans le “inset” de la Fig8.2.1, mais cette fois-ci on
a fixé les paramdtrest; aux valeurs dtermirees peccdemment. Cette prédure donne
Ay = 339 meV, &y = —42.4 meV et), = 34.4 meV, avec un accord raisonnable
avec les propétes magetiques de laésonance mesees dans le compesBi2223 [ 1].
Le spectre thorique esultant suit la courbe egpgmentale avec une excellentepision
(Fig. 8.2.1, ligne compéte). En particulier, le made reproduit toutes les asytnies
se trouvant exprimentalement entre l&nergies positives egatives. Il est important
de remarquer que ces asymetries ne peuvenéfascomprises dans des nébek qui
négligent la structure de bande (Refsof[et [42]). Des spectres #oriques de quaks
similaires ontéte obtenus par ajustement de spectres avec des gapsigntre 36 et
54 meV.



Introduction

Superconductivity was discovered by Kamerling Onnes and Gilles Holst in 1911 by
cooling mercury to temperatures beldW. After its discovery, a complete experimental
characterization of this new phenomena followed. During this period, new theoretical
ideas were developed which were setting the foundations for a theoretical understanding
of superconductivity. After considerably efforts, a theory of superconductivity was devel-
oped in 1957, the BCS theory J], after 46 years of research. This theory explains the
general physical properties of superconductors known until that date. It gave full descrip-
tion of the superconducting ground state as well as its low-energy excitations. It brought
also a fundamental basis to the hypothesis developed by London that the ground state of
a superconductor is a manifestation of a macroscopic quantum state.

In 1986, a revolution came with the discovery of superconductivity in the transition-
metal oxide La_,Ba,CuO, with a7, = 30 K by Bednorz and Muller]. Since its
discovery, a race started to find a material with the higiigsihich up to now the record
is kept by HgBaCa,Cu;Og_5 with 7. = 133 K discovered by Schillingt al.[44]. These
materials are usually referred as hifjhsuperconductors (HTS) and they created new ex-
citement in condensed matter physics for its fundamental properties as well as its possible
applications to industry. Contrary to previous superconductors which havease pair-
ing symmetry and could be fully understood by BCS theory, the higmdterials have a
d-wave pairing symmetry and BCS theory can not fully account for the diversity of phe-
nomena that they present. At the moment, the microscopic origin of superconductivity in
these materials is not known albeit they are the most extensively studied materials. This is
due to the presence of a whole new physics phenomena which makes these materials dif-
ferent. They are also complex materials since their carrier concentration can be smoothly
changed by doping. By this process, the material can be tuned from an antiferromagnet
insulating phase to a metallic superconductor. Between these two phases a number of
interesting phenomena appears that makes difficult a general explanation.

Another technical revolution came in 1981 when Binning and Rohéj [nvented the
scanning tunneling microscope (STM). This instrument allows to measure the spectro-
scopic properties of conducting materials with sub-nanometer spatial resolution. It is an
ideal tool to study the different electronic orders that appears in metals and semiconduc-
tors like charge density waves or superconductivity. Since its discovery, the STM evolved
from an exploration tool to a manipulating technique.

15



16 Introduction

A STM is basically compose of a sharp metallic tip at a fmstrongs 15 distance
of a conducting sample. When a bias voltage is applied between the tip and the sample
a tunnel current flows due to quantum tunnelling. The tunneling current is sensible to
the local electronic properties of the sample and it is exponentially dependent of the tip
- sample separation. These two phenomena allows to monitor the charge distribution on
the sample surface by scanning the tip over it.

In this work, we use a STM to study the spatial dependence of the spectroscopic proper-
ties in high-temperature superconductors (HTS). The STM system is presented in chapter
1 where we discuss the experimental information that can be obtained. In order to interpret
the data, we relate the the differential tunneling conductance measuremgfts (1))
to the local density of states (LDOS) which is done in the first part of ch&ptér the
second part, we calculate a realistic form for the LDOS of HTS. The physical properties
of HTS are reviewed in chapt@&where we have focused on the spectroscopic informa-
tion that STM can obtain on these materials. As we have performed measurements in the
Bi-family of HTS, this chapter ends with a brief description of these compounds. The
experimental results are discussed in the following chapters. We start by presenting in
chapterd a detail study of vortex core spectroscopy in®,CaCuyOg, s system. A link
between the four-fold modulation inside the core and the core states was found. Usually,
the spectra of this material varies spatially with different characteristic scales. Chap-
ter 5 shows the spectral changes at nanometer and sub-atomic scales. To obtain general
properties, it is important to perform similar measurements in different materials. First
STM measurements in the trilayer compound®iCa,Cu; 0,4, s are shown in chapter
6 where we discuss the doping variation of the spectra in this material and its similar-
ities with the parent compound E8r,CaCuyOsg, 5. A detailed analysis of the spectral
form in Bi,SrCaCuyOg, s and BLSKLCaCuw 04,5 Systems is presented in Chapter
There, we also compare the spectra in both systems and their trends with increasing gap.
The role of the Van Hove singularity on the spectra is investigated in Ch@pienis is
performed through fits of the tunneling spectra with the modelled density of states pre-
sented in Chapte?. Finally, the conclusions and perspectives of this work are presented
in Chapten.



Chapter 1

The Scanning Tunneling Microscopy
Technique

In this work we use a home-built scanning tunneling microscope (STM). We start
describing the experimental setup to later discuss the operational modes. We finish the
chapter by showing the different experimental measurements that can be performed with
aSTM.

1.1 Introduction

The scanning tunneling microscope (STM) was invented by Binning and Rdhrér [
In its early days, the STM was used to reveal the surface arrangement of atoms on dif-
ferent crystals, e.g., the atomic reconstruction in the Si(111) surface. Later on, its spec-
troscopic capabilities were developed which allowed to observe the spatial distribution of
electronic states also in the surface of Si(1XL)[ Therefore, the STM became an ideal
exploratory technique to study the spatial variations of local spectroscopic properties due
to the combination of the atomic resolution in real-space and meV resolution in energy.
Its possibilities were beautifully demonstrated by Hetal. [47]. These authors were
able to image individual Abrikosov vortex cores in the superconducting phase of, NbSe
Furthermore, they were the first to confirm the existence of electronic bound states on
the cores at energies below the gap, as it was predicted by @amli[4&]. Actually,
the STM has been successfully applied to study a wide variety of phenomena: atomic
surface reconstructiong ], charge density wave$ (] and quantum interference oscilla-
tions around impurities1]. Nowadays it is not only used as an exploration tool but also
to perform changes by manipulating atoms][ generating chemical reactions3 and
exciting vibrational molecular modes4].

In this work the STM is used as an exploratory technique to study the spectroscopic
properties of high£, superconductors in an atomic scale. A STM is composed basically

17



18 Chapter 1. The STM Technique

of a sharp metallic tip which is scanned over a conducting sample with sub-nanometer pre-
cision. It allows to obtain topographic and spectroscopic information by measuring the
tunneling current when a bias voltage is applied between the tip and the sample. Further-
more, spectroscopic information is obtained by measuring the differential conductance
using a lock-in amplifier.

1.2 Experimental setup

We use a home-built STM which operates in a temperature range between 275 mK and
room temperature in magnetic fields up to 14 Tesla and in a Ultra High Vacuum (UHV)
chamber within situ capabilities for sample manipulation. Since its extreme sensibility to
tip-sample distance, the STM requires a good vibration isolation to stabilize the vacuum
tunnel junction. To diminish the propagation of mechanical vibrations, the entire system
rests on a concrete block of 4 tons independent of the building walls, supported by a
frame standing on three legs filled with sand. In order to avoid the excitation of the
natural vibrational frequencies of the system, we have kept its center of mass as low as
possible whilst maintaining a comfortable access for manipulation.

I will briefly describe below the general setup of the system as well as its different
components: the STM unit, the cryogenic unit, the UHV unit and the total electronics.
The system was assembled by Martin Kugler and a detailed description of the system can
be found in his PhD thesi$f].

1.2.1 General Setup

The system design is unconventional since the cryostat is above the UHV chamber in
a bottom loading configuration. This design allows a compact system with an easy access
to the STM and a short turn-around time. At the center of the cryostat there is an insert
with a single-shotHe refrigerator. The STM head unit is located at the end of the insert
and can be moved from its upper measuring position at the center of the superconducting
magnet to a lower position inside a UHV chamber attached to the cryostat. When the
STMis inside the UHV chamber, tips and samples can be exchang#d.

Due to the whole system dimensions £ m height), the system has been installed in
a specifically adapted building where a hole has been drilled between the basement and
the ground floor. In the basement the system rests together with all the UHV pumps. On
the ground floor all the electronic equipment has been installed. The top of the cryostat is
at the same level as the ground floor. Finally, a pulley suspended from the ceiling allows
us to load the cryostat and remove the inseit.[
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1.2.2 STM unit

The sub-nanometer control of the tip-sample distance is achieved using piezoelectric
materials. The STM configuration developed in Geneyd][consists of two concentric
piezoelectric tubes: The XYZ movement of the tip is governed by the inner tube (scanner),
the outer tube (translator) controls the sample movements. Each piezoelectric tube has
four outer quadrant gold electrodes for the XY-movement and an inner gold electrode for
Z-motion.

A spring-loaded tip holder sits at the center of the scanner and tips are soldered with
indium into the holder. The scanner is loaded inside the translator (sed Rid). At-
tached to the translator are two sapphire rods in mechanical contact with an inertial slider.
The sample holder is laterally spring loaded in the inertial slider. By applying a cycloid
signal to the translator, the inertial slider steps up or down the rails by stick-slip motion.
The magnitude of the frictional forces controlling the stick-slip motion are adjusted by
springs holding the inertial slider onto the sapphire rods. On the inertial slider a commer-
cial calibrated Cernox thermometér/] is glued about 5 mm from the sample. Finally,
the whole STM unit hangs on a spring with a resonance frequency of 2 Hz in UHV. This
constitutes the final stage of vibrational isolation .

Caro -Bronze

connectors |
Translator
Scanner Sapphire
~/ rods _Sample
_Inertial -
- slider
A "~ Cernox
Ir Tip”~

g "Thermometer
— Sample Holder
Figure 1.2.1: Schematic STM Unit.

The STM is built from UHV compatible non-magnetic materials with a high thermal
conductivity, in order to meet the constraints imposed by its working environment. The
home-made pieces of the STM (the inertial slider, sample holder and tip holder) are made
from Caro-Bronze alloyig]. The STM was assembled using two different epoxy glues:
Epo-Tek 417 for electrical contacts and Epo-Tek H70E for electrically insulating but ther-
mally conducting contact$f]. A more complete description of the choice of materials
can be found in Ref.q5] .

The tips used are prepared from high purity iridium wit€][ The wire is electro-
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chemically etched in a CagChk HCI + H,O solution with a carbon rod as the cathode.
The process takes 15 minutes using a potential difference of 30 V and a 0.3 A current. A
detailed description of the tip preparation process is done in referénjce [

At 2 K this STM can perform spatial scans of 1 zm? on a sample surface. To im-
prove this spatial range further, a recently developed XY-t&iiedould be incorporated
directly into the STM. This table controls the position of the tip on the sample with nano-
metric precision, allowing a spatial study beyond the conventional maximum piezoelectric
elongation.

1.2.3 Cryogenic unit

The working temperature of the STM extends from 275 mK to room temperature. We
use a’He refrigerator to control the temperature in this range. | will describe the cryo-
genic equipment and the working procedure used in some detail which are important for
obtaining a thermally stable tunnel junction. The basic concepts and a deeper discussion
of the temperature control below 1K can be found in R&i5§3)].

We use a bottom-loading cryostat design and an insert with a singletdbatefrig-
erator; both were developed &yxford Instrumentsn collaboration with®. Fischer’s
group. The bottom-loading design allows the STM to be accessed in a UHV atmosphere,
thus achieving a sample turn-around time~of10 hours which is much shorter than
top-loading cryostats. The bottom-loading cryostat and all its diverse components are
shown in Fig. 1.2.2 The cryostat is made of stainless steel to avoid heat conduction.
The heat transport through convection is suppressed by vacuum isolation in the outer vac-
uum chamber (OVC). Using a turbo pump, a pressure in the OV of mbar can be
obtained. This pressure is reduced by more than one order of magnitude by cryopump-
ing. Inside the OVC chamber, a 63 litre, Math screens a 67 litrdHe bath from heat
radiation. The'He level is measured by a resistive level detector. The OVC is separated
from the ultra high vacuum chamber at the bottom of the cryostat (UHV) by large bellows
which compensate the thermal stress produced between the cryogenic baths and the UHV
chamber at room temperature. Inside thie bath there is a NbTi/NI$n superconduct-
ing magnet. It has a clear bore diameter of 64 mm and allows us to reach 12 Tesla at 4.2
K (which is the condensation temperaturebie) and 14 Tesla at 2.2 K (slightly above
the superfluid transition ofHe) by pumping on a-plate just above the magnet. At the
bottom of the cryostat, two copper baffles are connected to fHeath. These actas a 77
K radiation shield to théHe bath from the room temperature UHV chamber.

The insert incorporates a continuously operatinig@ evaporation refrigerator. Here,
“He is taken in through a pick-up in the bottom of thée bath and then flows through a
flow impendence into a small vessel called the 1K pot. Its volume load is controlled by an
automated needle valve. Thie in the 1K pot is pumped with a 63%thr rotary pump,
isenthalpically expanding the liquid from the bath through the needle valve. In this way a
reference temperature of 1.8 K at the 1K pot is obtained.
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Figure 1.2.2: Experimental cryogenic setup showing the cryostat with the insert.
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The insert also includes a single-sAbie refrigerator with an internal sorption pump.
The 3He refrigerator consists of #He pot in which the’He condensates and a charcoal
sorption pump. The sorption pump adsorbstHe gas if its temperature is below 20 K
and releases it above 25 K; thus by controlling the temperature of the pumiéhean
then be condensed. Its temperature can be regulated by the flow rate' khetfine and
a 2001 resistive heater at the base of the sorption pump. Between the sorption pump
and the’He pot lies the 1K pot which is in thermal contact with thée system. When
the sorption pump is warmed up above 25 K, it reled$ts gas that will enter thermal
contact with the 1K pot at 1.8 K. As the critical temperature’ldge is 3.3 K, it will
condense on surfaces below this temperature if the pressure is above its critical pressure
P. = 1.15 bar. The releasetHe therefore condenses and eventually drips down to the
3He pot where liquidHe accumulates. During the formation of the liquid phase; e
pressure decreases until reaching a steady minimum, implying that the sorption pump has
released all the gas adsorbed. Once all*tde is in the3He pot, the sorption pump is
cooled down below 20 K and starts to adsorbtHe gas above the liquid, thus reducing
the liquid®*He temperature by evaporation cooling. In this way, the temperature #éhe
pot can be regulated between).3 and 1.8 K by the pumping speed of the sorption pump
which is regulated by controlling the sorption temperature. The time duration for which
the3He pot stays at this temperature is known as hold-time and is about 20 h.

Until now | have discussed how the temperature is controlled below 1.8 K. Next, |
discuss how it is controlled above this point. The precise temperature control of the
sample allows us to perform details study of its different thermodynamic phases. The
temperature control above 1.8 K is performed by the flodt# and by a 20@2 resistive
heater located on thi¢le pot. First we warm up the sorption pump above 25 K (nominally
30 K) in order to release théHe gas adsorbed. This increases the pressure ifHbe
refrigerator which expands théle bellow and presses tHele pot against the 1K shield.
This mechanical contact acts as a thermal bypass to the heat transport®bfetlyas
convection between the 1K pot and tHeée pot. The cooling power is supplied by the
“He flow through the 1K pot and thi¢le pot and by the convection &ifle gas in théHe
refrigerator. The 20@? resistor heats th&He pot to the desired temperature. This allows
to actively regulate the temperature in e pot which is sensed by a calibrated Carbon-
Glass thermometerGfl]. The temperature is also sensed in the 1K pot by a Generic
RuO, thermometer{s]. An Oxford Instrument$§T C503 temperature controller allows to
regulate the temperature with a 1% stability.

For storing theéHe gas when warming up the system the sorption pump is connected
to a storage vessel through a coiled tube. Another coil connects the 1K pot to the rotary
pump. These coils allow the vertical motion of the insert necessary to access the STM
in the UHV chamber. This is performed by the vertical motion of the bottom part of the
insert, where the 1K pot and tHéle refrigerator are located. The vertical displacement
of the insert is obtained by a rotating threaded rod controlled by a motor at the top of the
cryostat.
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The electrical wires must be thermalized before reaching the STM to prevent any heat
transport from room temperature. To do so, all the electrical connections passing through
the top of the cryostat are thermally anchored on the 1K pot before reachifigehgot.

From there, copper wires descend to the STM. This copper wiring together with the CuBe
spring provides the thermal contact between the STM*&lpot. To reduce the heat
load on the STM andHe pot, both are enclosed by a radiation shield screwed onto the
1K pot referred to as the 1K shield.

1.2.4 UHV unit

The UHV unit consists of several facilities far situ sample and tip exchange. The
various components installed for these tasks as well as a complete description of the sam-
ple and tip exchange procedure have been described elsewibprel¢re | will describe
the UHV components and the procedure to attain a base presslie’ahbar. It is im-
portant to remark that the final pressure in the STM must be aroGntt mbar if we
account for cryopumping and the adsorption power of the charcoal situated at the bottom
of the 1K shield.
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Figure 1.2.3: Schematic UHV setup.

The main component of the UHV unit is a cylindrical stainless steel main chamber
that fits at the bottom of the cryostat. As shown in Fi32.3 an exchange chamber
connected to the main chamber allows sample and tip exchange without leaving the UHV
environment. A 300 I/s ion pump continuously maintains the pressure ai®ufianbar.

In order to produce a UHV environment starting from atmospheric pressure, the main
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chamber is initially connected to the OVC through the exchange chamber. After that,

a membrane pump is switched on; this is the primary pump for a 300 I/s turbo pump
connected to the exchange chamber. When the pressure between the membrane pump
and the turbo pump is 1.8 mbar, the turbo pump is switched on. After four days a pressure
of 2 x 10~7 mbar is obtained. This is measured at the bottom of the exchange chamber
by a Pennig gauge. A RGA gas analyzer allows to measure the gas composition of the
chamber. At this stage the chamber gas is mostly composed of watés H,0, 13 %

Na, 16 % H).

Next, to eliminate the water, we heat the main chamber at least for three days. Two
resistive rubber bands surround the main chamber allowing to bake the systenf® 100
maximum. However several components in the system can not be heated to this tempera-
ture: the superconducting magnet (see Sedti@rf) and the Cernox thermometer located
in the STM-slider (see Sectian2.2). Therefore a cold flow of Nis introduced through
the*He chamber to prevent the magnet from reaching its maximum temperaturé®©f 40
Also to avoid that the Cernox thermometer is heated abovi&C6bhe STM is raised to
its measuring position at the core of the magnet during the whole baking process, with
the 77 K radiation baffles at the bottom of the cryostat open (seelR2g)). During the
baking, the temperature and the pressure of the main chamber are sensed: the temperature
is sensed with one thermocouple at its bottom and another at its top; an ion gauge senses
the pressure. After seven days of baking with the ion pump turned on, we ré@achoa®
mbar pressure inside the main chamber, with 66 % 9f30 % of*He and*He, the rest
1 % of H,O, O, and CQ. When the system is at 4.2 K and the gate valve is closed, a
pressure of 0~ mbar in the main chamber is obtained.

In the present thesis we have studied higlsuperconducting materials which present
highly reactive surfaces. The latter are easily degraded in air which explains the need of
a UHV environment. Pristine surfaces are obtained by cleaving these layered materials
situ at room temperature.

1.2.5 Electronic equipment and acquisition software

A negative feedback setup is used to dynamically stabilize the tip over the sample
surface through the vacuum gap during scanning. The electronic circuit used is schemat-
ically shown in Fig.1.2.4where we observe that the tip is connected to the ground and
the sample is biased to a potentigl The tunnel current is measured from sample to
tip, therefore at positive bias voltagds, (> 0) a positive tunnel current is measured. In
this way, empty sample states are probed for positive bias and occupied states:for
During our research typical bias potentials range between 0.1 and 0.9 V and typical tunnel
currents between 0.2 and 1 nA. The tunnel current is carried from the cryostat by a coax-
ial cable. The current is amplified in a pre-amplification stage located at the top of the
cryostat. The amplified output signal is used as an input signal of a logarithmic amplifier
which linearizes the exponential dependence of the tunnel current on the tip-sample dis-
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Figure 1.2.4: Schematic electronic setup.

tance (see Sectidh2). An outputV,,...,. signal is set to zero when the voltage regulation
signal is 0.1 V. The signdl,..,. allows to keep the tunnel current constant into a desired
set value: It is different from zero when the measured tunnel current is different from its
set value. The integratédd,.... signal is amplified and fed back to the scanner piezoelec-
tric. In this way the tip-sample distance is dynamically adjusted in order to maintain the
tunnel current constant.

Several electronic components have been improved during this thesis. Newly devel-
oped components intended to reduce the electronic noise below 1 mV peak-to-peak have
been implemented and tested in order to increase the stability of the STM during scanning.
A real-time MicroStar acquisition 16-bit car@] together with different analogical and
digital input and output expansion boards] have been installed. A new control soft-
ware has been implemented to pilot the STM based on this real-time acquisition card.
This software was developed in a Labview interfat&] working under the Windows
operating system. This platform provides a user-friendly interface to data acquisition and
data analysis including Fourier transforms, 3D data rendering, numerical derivatives and
a database. Fidl..2.5shows a snapshot of the acquisition software developed.
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Figure 1.2.5: A snapshot of the data acquisition software showing a spectral map taken at
45 meV and 1.8 Kin a BiS,Ca,Cw 0, s sample (left) together with a trace of spectra
(right) (see Sectio.3).

1.3 Experimental Methods

The working physical principle of STM is the quantum mechanical tunnel of electrons
between two conductive materials through a thin isolating barrier. When these materials
are submitted to a potential difference, a current flows between them. The current s called
tunnel current and diminishes with the electrodes distance due to the exponential decay of
the electronic waves in the insulating barrier. In STM experiment, one conductive material
is a sharp metallic tip which is used to study the electronic properties of the other material
named sample. If we move the tip parallel to the sample surface (alongtleis) and
measure at the same time the tunnel current we spatially scan the electronic properties
of the sample. The spatial resolution of the STM depends on the physical configuration
of the tip at its extreme. During a STM experiment we control four of the following
parameters: the, y andz coordinates of the tip with respect to the sample surface, the
potential difference (bias potentidl) and the tunnel current through the vacuum gap
between the tip and the sample. Different information can be obtained depending on
which parameter is measured and which are fixed. In the following | will discuss the
different operational modes of STM and the information obtained in each mode.

In vacuum tunneling and for a given tunnel current and a bias potential, the exact
distance between the tip and the sample depends on the potential barrier between both
materials through which electrons tunnel. The potential barrier is determined by the ap-
parent barrier height 4, between both material§ {] and can be measured by registering
the tunnel current as the tip-sample distance is varied. The apparent barrier height is the
minimum energy needed to extract an electron from one conductive material and inject
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it in the other solid. It is smaller than the work function which is the minimum energy
needed to extract an electron from the material surface in contact with vacuum. Typical
work-function values for metals range from 2 and 5 eV. We expect to be in a true tunnel-
ing regime if the measured apparent barrier height is much bigger than the bias potential
applied, so that electrons cannot be excited to energy levels above the apparent barrier
height. A schematic diagram of the tunneling junction is shown in Eig.1

In the constant-current mode, the tunnel current is kept constant and the tip-to-sample
distance is adjusted through the inverse feedback loop electronics (see Seztgpnn
this mode, we measure the vertical position of the tipdordinate), its magnitude being
of a fewA. To obtain a topographic image of the surface at a given bias potential, the
tip is scanned over the sample and theoordinate variation is recorded which is usually
represented in a color scheme plot.

In the constant height topographic mode, theoordinate of the tip is kept constant

and the variations of the tunnel current are measured. The constant-height mode is faster
than the constant-current mode since the electronic feedback loop is not used. However
since the tip-sample distance is not controlled, there is a risk that the tip enters in mechan-
ical contact with the sample resulting in a change of the microscopic structure or even
destruction of the tip. Therefore, the constant height mode is used only when the corru-
gations of the surface are smaller than the tip height chosen. In this study we have only
used the constant-current mode to obtain topographic images of the surfaces since the tip
would not crash into any surface protrusion in this operational mode.

Local spectroscopic information is obtained by recording the tunnel current variations
when the bias potential is changed at a given point on the surface withaberdinate of
the tip fixed. The derivative of the tunnel currénts. the bias potentidl is the differen-
tial tunnel conductance and in the STM configuration is proportional to the local density of
states. The differential tunneling conductance can be obtained either by numerical differ-
entiation of/ vs. V' curves, or by the lock-in technique. In the lock-in technique, a small
ac-voltage modulatiorl/,. cos(wt) is superimposed to the bias potential. This potential
modulation induces a modulation in the tunneling current whose amplitude is measured
by a lock-in amplifier. If the lock-in amplifier is in phase with the first harmonic of the
modulation, its output DC signal is proportional to the first derivative of the tunneling cur-
rent giving the differential tunneling conductance. The sample frequeimtyhe lock-in
is typically ~ 300 Hz which is outside the frequency domain of mechanical vibrations
w < 100 Hz or electronic noisew > 1 kHz, considerably enhancing the measurement
sensitivity. More details of the lock-in technique can be found in Refs./[].

By combining the spatial resolution performances of the STM with its local spectro-
scopic capabilities, scanning tunneling spectroscopy (STS) measurements can be made.
Hamerset al.[46] realized one of the first applications of STS in silicon, using a current-
imaging tunneling spectroscopy (CITS) mode. In this mode, spectral maps, i.e. maps of
the differential tunneling conductance at a fixed potential can be obtained . In the CITS
mode, the tip is scanned over the surface where a regular matrix of points has been dis-
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tributed over a predefine area. The bias voltage is fixed, tduring scanning and the
electronic feedback adjusts continuously theoordinate of the tip maintaining constant

the tunneling currenf. In this way, a topographic image is obtained by recording the
z-coordinate variations of the tip at each point. The spectroscopy information is obtained
by interrupting the electronic feedback after the tip position has been adjusted. This al-
lows to freeze the tip position and to sweep the bias voltage in order to measure the tunnel
conductancel//dV at a single valué/; . After this, the bias voltage is then set back to

V;, the feedback is turned on and the tip is moved to the next point. At the end of the
measurement, we get a spectral map at a given energy and a topographic image measured
atV;. Also, instead of measuring the spectroscopic properties at a a given energy, we
can measure the whole spectrudti (dV" vs. V; curve) at each point by ramping the bias
voltage when the electronic feedback loop is disabled. Series of spectra taken at discrete
sequential points along a line can be extracted defining a spectral trace .

As an example, Figl.3.1shows STS measurements performed in the vortex core of
a Bi,SrCaCuyOg, s single crystal using the CITS mode. A topography image showing
atomic resolution in the BB, CaCuyOg, 5 (001) surface is presented in Fif.3.1a. Fig.
1.3.1Jb shows the spectral map acquired simultaneously with the topography indicating the
spatial distribution of the vortex core. The images are composéd &f 80 equidistant
points. A spectral trace of 129 spectra alahg nm through the core is shown in Fig.
1.3.1c where two spectra are highlighted: one outside and another inside the core. These
data will be discussed in detail in Chapter

Figure 1.3.1: (.7 x 8.7 nn? topography measured atK and 6 T between the
Bi,Sr,CaCuyOg,5(001) surface and an Ir tip. The tunnel conditions are- 0.8 nA
andV; = 0.6 V. (b) Spectral map acquired at the same time than the topography shown in
(a) taken at/; = —25 mV. (c) A spectral trace performed along the line shown in (b).



Chapter 2

Theory

We derive a relation between the differential tunneling conductance and the local den-
sity of states. This relation is the basis to interpret the STM spectra. After that, we
describe a model that reproduces the local density of states irZhighperconductors.

This allows us to relate the features of the tunneling spectra to physical parameters.

2.1 Introduction

Superconductors were first studied with the tunneling technique by GiagjeHe
measured the tunneling current in a superconductor-insulator-metal (SIN) planar junction
as afunction of bias potenti&l and interpreted thé/ /dV vs. V' curves as the spectrum of
single-particle excitations of the superconducting ground state. Later, a theoretical model
for this tunneling junction {2, 73] showed the proportionality between thé/dV (V)
measurements and the superconducting density of states. This work triggered an effort
to understand all known superconductors by correlating theory and experiments. The
determination of the phonon density of states and its coupling to the electrons in strong
coupling superconductors through a detailed analysis of their tunneling spectrjim [
perhaps the most remarkable success resulting from this cooperation.

The important relation between the tunneling current measured with a STM and the
local density of states (LDOS) was first obtained by Tersoff and Hamrjamere they
applied Bardeen’s tunneling theory/] to the STM symmetry. This reduces the problem
to the determination of the LDOS. Using this approach, Hoogenbeioah [40] calcu-
lated the LDOS of HTS using different models. They conclude that a model including
Bogoliubov quasiparticles coupled to a bosonic mode plus the existence of a van Hove
singularity (VHS) in the band structure is able to reproduce the experimental spectra. We
will develop this model in the second part of this chapter which will allow us to relate the
different features of the experimental spectra to physical parameters. However, we start
first by establishing the relation between the differential conductance and the LDOS.

29
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2.2 STM and LDOS
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Figure 2.2.1: Schematic representation of the tunnel junction. The electron wave function
1 (z) decays exponentially in the vacuum barrier.

Here, we describe the theoretical foundations of electron tunneling applied to the STM
configuration. The important result is the proportionality of #i¢dV curves to the local
density of states (LDOS). | will start by describing the tunneling formalism and then |
will apply it to the STM. At the end, | will discuss the interplay of the tip-sample dis-
tance and the LDOS in the tunneling current and in the differential tunneling conductance
measurements.

But first, we make some remarks about the theory that accounts for the tunneling phe-
nomena. The tunneling of electrons is an out of equilibrium process where a steady cur-
rent exists through the junction. There is not a general theory that completely describes
the tunneling process. A theory that accounts for the tunneling experiments under cer-
tain assumptions was developed by Bardeéf). [ The main assumption on this theory
is that the quantum states of the different electrodes are not affected by the presence of
the tunneling junction. This assumption is r@opriori justified but it allows to obtain a
simple expression for the tunneling current. Furthermore, this expression correlates with
the experimental measurements giving an empirical basis for the theory.

On general grounds, the tunneling current depends on the initial and final states occu-
pied by the tunneling electron, on the strength and width of the potential barrier and on the
potential difference between both electrodes. In principle it is possible to fully determine
the tunnel current/5] taking into account the continuity of the wave-function and its first
derivative across the potential barrier. However this method is cumbersome and is only
feasible in idealized junctions with a simple geometry. Another approach to compute the
tunneling current is the tunneling Hamiltonian formalisrd][which was first applied to
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the STM configuration by Tersoff and Hamman{6]. In the tunneling Hamiltonian for-
malism the two electrodes are considered as quantum mechanically independent systems
and the tunneling process is described by a phenomenological Hamiltonian

Hr = Tacher + Thpchen, (2.2.1)

Ap

wherecj) is the creation operator of an electron in the stafe) in the right material and

cy is the destruction operator of an electron in the stgi@) in the left material. 7},

is the tunneling matrix element between the initial sfatg,) and the final stat¢ ¢,).
Following Fischeret al.[70] we use the real space representation of the tunneling matrix
elementl’(1, r) to determine the tunneling currerfi(1, r) represents the matrix element
for an electron to tunnel from a poihin the left system to a pointin the right system.

It is related tor,, through

T(Lr) =Y o5 (1)Thdp(r). (2.2.2)

Ap

In this formalism the tunneling curremtfor voltagesV < @, is expressed as'[/(]

I = ZLFLG dw [f((.d — €V) — f((.d)] /dlldrldrldrgT(ll, I'1>T*(12, I'2) X
Al Ly, w) A(rg, 11, w0 — eV), (2.2.3)

wheref(w) is the Fermi occupation function anti1;, 15, w) [A(rs, r1,w)] is the spectral
function of the left [right] system. To fix ideas we will assume that the sample is on the
left and the tip on the right as ix2.1



32 Chapter 2. Theory

According to Bardeen’s tunneling theory4], the tunneling matrix element can be
expressed as a surface integral on the separation sutféeee Fig.2.2.2 between the
tip and the sample:

2
Ty = 5o [(696:— 6:V)) - 85, (22.4
3

whereg, is the samples wave function, is the tip wave function andsS is the surface
element or..

In the vacuum region, the tip and sample wave functions satisfyoStinger's equa-
tion for states at the Fermi energy

(V? — k%) op(r) = 0, b,y = e

2.2.
5 (2.2.5)
where® 4, is the apparent barrier height. Below, we will solve this equation only for the
tip wave functions. Following Chen’s proceduréT], we solve Eq.2.2.5for the tip state

by projectinge,(r) on spherical harmonics,, (0, ¢):

$p(r) = Cimki(Klr — 10])Yin (6, ), (2.2.6)
I,m

wherer, is the center of the tip apex arg«) are the spherical Bessel functions of the
second kind. In the following we will keep only tkewave solution { = m = 0) for the
tip which we denote ag,, ;(r).

Gps(r) = Cho(r|r —ro|)Yoo(0, 9),
67H|I‘71‘0|

o — (2.2.7)

Kt — 1o|

As pointed out by Chen, the evaluationBf, in Eq. 2.2.4is easier if one uses the
Green’s function of the Scidrdinger’s equation (ER.2.5 defined as

(V? = k)G(r — 1) = —6(r —1p). (2.2.8)

The tip s-wave solution of Eq2.2.8which is regular afr — ro| — oo is

—K|r—ro]
G(r—rg) = ‘

A7t|r — 1|’

K
= Zholule = ro]), (2.2.9)
v
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and we thus see that thewvave tip wave function is simply related to the Green’s function
through

¢p,s(r) = %G(I‘ - rO)- (2210)

Inserting this into Bardeen’s formula, ER.2.4 we find

2
T, = 2MON [ (G — 10) Vs — 63V G(r — 10)] - dS. (2.2.11)

km  Js

Using Green'’s theorem, the surface integral can now be converted into a volume inte-
gral over the spacg to the right of the separation surfatgsee Fig.2.2.2:

2
T\, = 27;?: /Q [G(r — 1) V?r — 92 V?G(r — 1) ] dr
- 2nCH° /Q [G(r —10)K%Pn — dA[K?G(r —1rg) — 6(r — ro)ﬂ dr

RN

2
= T ro), (2.2.12)

K1

where we have used E@.2.5valid for the sample wave function in the volurf¥e This
result was first obtained by Tersoff and Hamman using a different metijod [

In real space, the tunneling matrix element therefore becomes

) = 2 S G 16 r0)a, (1),

R

= 5(1—10) > ¢,(r), (2.2.13)

where we have used the completeness relation for the wave furgtionh

If the tip is a simple metal described as independent electrons then its spectral function
takes the form

Alrg,r,w) = > d5(r1)ep(r2)d(w — ). (2.2.14)

p
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Using this spectral function for the tip the tunneling current is:

R (Wﬁz)Q [l ev) - s

h Km

/ dl, dlydry dr, (5(11 —10) Y ¢p(r1)> (6(12 —19) ) ¢;/(1"2)>

A(ly, 1y, w)A(re, vy, w0 — eV)
L (%0712)2 [l ev) - s [ drdr, IOANEALS

RMmM

A(ro, ro, w qup,, r2) % (11)6(w — eV — €,0), (2.2.15)

and using the orthogonality property of the wave functlgfnﬁvd)* r)py(r) = 0py, WE
obtain

h

KM

7 - @(QWCRQ) /dw[f(w—eV)—f( A(rg,ro,w Zéw—eV—eP

h
x /dw [f(w—=eV)— f(w)] Np(ro,w)Ng(w — eV), (2.2.16)

e (2“’%2)2 [ ol = ev) = F@)] Alro, o, )Nl - 1),

R

whereN,,(ry,w) and Ng(w — eV) are the local density of states (LDOS) of the respective
left and right systems and we have used independent electrons for the tip density of states

r(w—eV) Z(Sw—eV—ep

Replacing the constant pre-factors in the tunnel current by a constant valuent
supposing a constant density of states for the tip in the energy range under study, we
obtain the following tunneling current measured at the pajnt

. CNR/dw [Fw — V) — F(w)] Ni(ro,w). (2.2.17)
and the following differential tunnel conductance expression

o V)= 5 = g [ONa [ ol - V) = )] Nl o)

= C’NR/dw [—f'(w—eV)] Np(ro,w). (2.2.18)
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Egs2.2.17and2.2.18do not show explicitly the exponential dependence of the current
on the tip-sample distance. In fact this dependence is contained in the NRQg, w),
since the sample wave functions which make\yfr,, w) all decay exponentially outside
the sample surface in the direction of the tip. The sample LDQ&,w) is therefore
evaluated at the tip position giving by the three dimensional vagtor

We can make this idea more explicit by assuming that the sample wave functions can
be factorized in the form

(1) = 93(2,9) 93 (=)
with energye, = eﬂ\ + ex. In the vacuum the functions, (z) decay like free waves so
thatoy (z) = Aye "=, For simplicity we further assume that there is no dispersion of the
guantum momentum along thecoordinate, which is a good approximation for quasi-two
dimensional materials like the high-Superconductors and we neglect fidependence
of A,. Hence, setting;- = 0 and denoting: = x, by , we find

Ni(ro,w) = Y _|¢a(ro)*d(w — €x)
A

x e 2 Z |¢§(9€07 yo) [0 (w — 5&)

)
= e_Q“ZONE(xo,yO,w). (2.2.19)

Replacing Eq2.2.19into Egs2.2.17and2.2.18we obtain the exponential dependence
of the tunneling current and conductance on the tip-sample separation:

[ 62“Zo/dw [f(w—eV) = f(w)] N (20, yo,w) (2.2.20)

o o e 2 /dw [—f'(w — V)] N (w0, Yo, w). (2.2.21)

To obtain Eq2.2.17and2.2.18 we made a certain number of suppositions which we
resume next. We assumed that the tip is a simple metal with constant DOS close to the
Fermi energy. We only consider it contributes witlvave states in the matrix tunneling
element. We can only calculate the matrix tunneling elemenvtfet 0. Therefore, we
assume it does not change with the bias voltegeeglecting its effect on the tunneling
junction. This is justified as long as the bias voltage is much smaller than the apparent
barrier height < ® 4. Using a simple approximation we obtain an exponential depen-
dence decay of the sample wave functions into vacuum. This allows us to establish that
the the tunneling current is exponentially dependent on the tip-sample distance which is
used to develop a criteria for a clean tunneling vacuum condition. A clean vacuum tun-
neling junction is indicated by a scaling of the spectra with the tip-sample distance . In
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each STM measurement we perform, we check if this condition is satisfied in our mea-
surements. An example of this verification is shown in R2g2.3where in (a) a series

of spectra measured in the CITS mode are shown. Each spectrum has different tunneling
conditions { andV;) used to stabilize the tip over the sample. If we normalize the dif-
ferent spectra to its tunnel resistance (equivalent to a tip-sample distance normalization)
all spectra should collapse into a same curve under the assumption that a vacuum tunnel
junction is formed. The good scaling showed in FigR.3 suggests that EQ..2.20is ap-
propriate to analyze the results and provides a method to compare measurements acquired
in different samples and different tunnel conditions.

B [é;] (e ~
T T T

I (nA)
|| —o03
—04
——06
—038
——09

di/dV (nS)

-200 - -100 100 200

0
v, (mv)

Figure 2.2.3: (a) Tunnel conductance of Bi2212/at= 300 mV and different tunnel
currents. (b) Normalized spectra to its corresponding tunnel resistances.

Finally, Eq. 2.2.20shows that topography images acquired in CITS mode include to-
pographic and spectroscopic information since the vertical variations of the tip can not
only be due to relief variations of the sample but also to LDOS variations. During scan-
ning in CITS mode, the-coordinate of the tip follows the sample relief if the integrated
local density of states (ILDOS) is constant. However, when the ILDOS varies, the tip-
sample distance is adjusted to maintain the tunneling current constant during scanning
1. Therefore, the vertical position of the tip can vary due to the sample relief of ILDOS
inhomogeneitiesi, e. if there is a region where the ILDOS is lower, the tip would ap-
proach to the sample. This case is shown schematically in Eig.2 where we have
drawn a protrusion of heiglttlocated in the sample surface. We suppose that the ILDOS
in this protrusion is lower than in the rest of the sample, so when the tip moves towards
the protrusion, it approaches the sample in order to Kemmstant. Since STM measures
relative variations of the tip position, the protrusion appears as a hole in the topography. A
simple observation of this phenomena is seen in the adsorption of CO molecules in metal-
lic surfaces [&]. Therefore, we conclude that the variations of the ILDOS are visible in
topography images acquired in constant current mode.
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2.3 Theoretical calculation of LDOS

In this section, we determine the single-particle density of states (DOS) of a BCS su-
perconductor. Furthermore, we couple the Bogoliubov quasiparticles to a collective mode.
Following Eschrig and Normarsf] and Hoogenboonet al. [4(], we use Green’s func-
tions formalism to determine the DOS. In the Green’s function formalism the propagation
of a single electron in a many-body system is described by the time-ordered one-electron
Green’s functiorG(r, 1/, 7), defined by

G(r,x',7) = (T(r, 7),4"(r',0)), (2.3.1)
whereT is the time-ordering operator ad .) represents a thermodynamic average. The
Green’s functiorZ(r, 1, 7) can be interpreted as the probability amplitude to remove an
electron at positiom and timer when it was added at the positiohand time zero. By
taking the time Fourier transforng;(r,r’, 7) can then be expressed in energy-position
representation resulting i (r,r’,w). The local density of states (LDOS) at position

and energy, N(r,w), can be calculated using Green'’s function formalism through the
single-particle spectral function:

N(r,w) = A(r,r,w), (2.3.2)

where the spectral functioA(r, r’, w) is

A, w) = —lIm G(r, v’ w). (2.3.3)

7

In the following, we only consider uniform systems which are translation invariant.
Therefore, the spectral function has the property

Ar,r,w) = A(r — ', 0,w),
which allows us to define the spatial Fourier transformed spectral function or the spectral
function in momentum spacé(k, w):

Alk,w) = /drA(r, 0,w)e *r,

which gives for the DOS
1
Nw) =+ Zk: Ak, w), (2.3.4)

whereN is the number of points ik space.

The Green’s function for an interacting system of fermions in a solid is

1
Gk,w) = 2.3.5
( ,CU) m_gk_z(k7w)7 ( )
where all the interactions are included in the self energy (ki w). Its imaginary part
gives the inverse lifetime of the excitations and its real part re-normalizes their energy.
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2.3.1 BCS

We want to compute the density of states (DOS) using Green’s function formalism. In
BCS theory, the diagonal term of the single-particle Green'’s functi@h-at) gives [/9]:

u? v2
k,w) = k k 2.3.6
o) = R Bt R ¥ Be (2.3.6)

whereFEy is given by

Ey = /& + | Axl?, (2.3.7)

and is the energy of the excited quasi-particles withhe electron band dispersion and
Ay the superconducting gap.is a positive infinitesimal value and (v2) is the number
of available states for an added (removed) electron. UsingZEg1.3 we calculate the
spectral function for a superconductor:

Ak, w) = upd(w — Ey) + vpd(w + Ey), (2.3.8)

The first term represents the spectrum of states available for an electron with energy
Ey above the Fermi energy-. The number of available states for the added electron is
given by the pre-factor

1 Sk
2
=14+
U 2<+Ek),

where states above as well as below the Fermi surface contribute to this term. The second
term of the spectral function (EQ®.3.8 describes the spectrum of states available for a
hole. Its energy id below the Fermi energy and the number of available states is given
by the pre-factor

1 €k
2
—_(1-2>=

where an electron can be also removed from all states above and below the Fermi surface.

In Nambu notation, EqR.3.6becomes
~ ~ -1
Gllew) = (= &= Spes(kw)) (2.3.9)

whereX zo¢(k, w) is the BCS self-energy

- 0 A
Ypos(k,w) = ( Az Ok ) : (2.3.10)
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The spectral function is therefore calculated by the first element of the Green’s function
2 x 2-matrix G(k, w)

Alk,w) = —%Im G (k,w).

We wish to allow for a finite lifetime of the Bogoliubov quasiparticles due, e.g., to
impurity scattering, and we introduce an additional scattering Fatéa a self-energy
term i, (w) = —il'. Including this term into Eg2.3.9

é(k, w) = <(.U -+ i — ﬁk — chs(k, w)) B s (2311)

which replaces the delta functions in the BCS spectral functionZE38 by Lorentzian
functions:

~

Ak, w) = i Lr(w — Ey) + tiLr(w + E), (2.3.12)

where the coherence factarg ando, are expressed in Nambu notationdy 2 matrices

1 1+35 2
fye = 5 < Al*(Ek Ekfk ) , U = L — dy. (2313)
E T Ex
k k

2.3.2 Coupling to a collective mode

Next, we couple the Bogoliubov quasiparticles with a collective mode. In a super-
conductor the interaction of Bogoliubov quasiparticles with bosonic excitations leads to
inelastic scattering processes, in which a quasiparticle of momektand energyw is
scattered to a state with momentkm g and energy — 2 through emission of a bosonic
excitation with quantum numbec(g, 2). These processes induce a damping of the quasi-
particles -reflected mathematically by an increase of the imaginary part of the self-energy
Y (k,w)- and a redistribution of the spectral weight -encoded in the real part of the self-

energy. The minimal model to describe the effects of such an interaction, i) 38,81]
2
Sy g A . .
E<k7 an) - N_ﬁ qEQ G0<k —q, Wy — ZQH)XS(qv Qn>7 (2314)

which is the leading term of the perturbation theory in the coupling of electrons and
bosonic excitations. In E®.3.14 G, is the BCS Green’s function in the absence of cou-
pling where the band dispersion is present as it is shown in2E2j11, y, describes the
bosonic excitations susceptibilityjs the electron-mode coupling constaht= (k7)™ !

Is the inverse temperaturiy,, andif2, are the fermionic and bosonic Matsubara frequen-
cies, respectively, and¥ is the number of; points.
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Below, we model the bosonic excitations to reproduce the experimental results of
inelastic neutron scattering in high-Buperconductors. Following Eschrig and Nor-
man [3¢], we use a phenomelogical expression for the energyqaddpendence of the
spin susceptibilityy; in the superconducting state. Guided by the experimental results of
inelastic neutron scattering?, 8] (INS), we assume that below 100 meV, the spin
response is dominated by a sharp resonance at efenggar the antiferromagnetic vec-
tor Q = (n/a, 7/a) of the two-dimensional Brillouin zone. Also we assume that in the
region ofq space where the resonance is present, its dispersion away froiQ is small
enough that it can be neglected. Such assumptions allow one to separate the frequency
and momentum dependencies of the spin susceptibility as

_ 1(e)
Xs(q,w) = F(q)/dew —
The functionF'(q) is peaked aty = Q and may be written as3f]

_ XQ
Fla) = 1 + 4&2[cos?(aq,/2) + cos?(ag,/2)]’ (23.16)

where the correlation length, is of the order of the lattice spacingand the intensity
atQ has been determined to ke, ~ 2173 in Y123 and Bi2212 §3,84]. We model the
energy distribution (¢) using Lorentzian functionér(¢) = (T'/7)/(e* + I'?) [89],

I(e) = Lr (e — Q) — Ly, (e + Qy), (2.3.17)

which allows to take into account a possible finite lifetime- ', ! of the spin excitation.

(2.3.15)

Inserting Eq.3.15and2.3.11into Eq. 2.3.14 one can perform the summation over
Matsubara frequencies, and using EQs3.17and2.3.12one obtains the self-energy on
the real-frequency axis:

Skw) = L ZF lie_q B(w, Fi_q) + ti_qB(w, — Fi_q)] - (2.3.18)

For definiteness the functioB (w, Fy) is written down explicitly in the Appendix.
From the self-energ®.3.18one can compute the full propagatéusing the Dyson equa-
tion, G~! G 1 _ 33, The first component is given by

1
Gu(k,w) = . —7 (2.3.19)
@ Gl = Bl w) - GG
and directly provides the one-particle density of states
1 1
N(w) =+ Zk: (—%) ImG; (k,w). (2.3.20)

The different roles of the various components of the matriare obvious in Eq2.3.19
Y11 andXs, re-normalize the quasiparticle dispersion on the electron and hole branches,
while X1, re-normalizes the gaf\y.
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2.4 Discussion and interpretation

The single-particle density of statd§w) modelled by Eq.2.3.20describes Bogoli-
ubov quasiparticles having a gap energy excited in an electronic band with dispersion
& and coupled to bosonic excitations through the self-energy fé(lln;w). This DOS
will be used to compute the differential tunnel conductance using?Efj18which will
allow us to identify the different features of the tunneling spectra. The final result is con-
voluted with a Gaussian functiagpy of width o, in order to mimic the finite experimental
resolution. We discuss next the trends expected from these three compargrgisand

Y (k,w) on the DOS. But first, we describe the electron tunneling process into supercon-
ductors.

2.4.1 Electron tunneling process in superconductors

a) b) /
A
A
— N
e T R T Hr
Sample (left) Tip (right) k_ Sample (left) Tip (right) k

>

Figure 2.4.1: Energy vs. momentum schematic representation of tunneling into supercon-
ductors from a metallic tip. (a) A positive bias potential is applied representing electron
tunneling. (b) When a a negative bias potential is applied, hole tunneling occurs which
involves breaking a Cooper pair.

Since in this work we use the electron tunneling process to determine the local density
of states in superconductors, we briefly discuss below the the normal-superconductor elec-
tron tunneling process. More detailed discussions can be found in literatif&§] [37].

In particular it is shown that the physical tunneling process is not the same for positive
and negative bias polarities. At positive bias voltage an electron with eagrgy A can

tunnel from the metallic tip into the sample, where it becomes a quasiparticle excitation of
energyEy = eV (see Fig.2.4.1a). Later this excitation can decay into the superconduct-
ing ground state by forming a pair. At negative bias voltage a hole can be injected into the
superconductor. This means that an electron has to tunnel from the superconductor to the
tip. However at zero temperature there are no thermal excitations in the superconductor,
therefore the tunnel electron has to come from a broken pair state at the Fermi energy
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and the partner of the tunnel electron becomes an excitation above the gap energy in the
superconductor (see Fig-4.1b). Energy conservation requires that the ene&iggf the

tunnel electron in the tip plus the energy of the excited state in the supercondiyator

equal to the bias potential” = |Ey| + &. As we can see, the injection of one electron

in the tip and another in the excited states of the superconductor is equivalent to the tun-
nel injection of a hole into the superconductor. However the physical tunneling process
for injecting an electron into the superconductor is different from the injection of a hole,
because in the latter process a Cooper pair is broken.

2.4.2 Gap symmetry in a free electron model

First, we only consider the effect of the gap magnitude on the spectra. Thus, we sup-
pose a constant DOS abo¥g and we do not couple the superconducting quasiparticles
with a bosonic mode. The existence of a gap in the single-particle excitations means that
there are no excitations below the enerfgythe minimumAy value on the Fermi surface.
Originally, BCS theory only consider a momentum independent interaction between elec-
trons which gives a-wave symmetry for the gap. Later, other symmetries were discov-
ered, liked-wave symmetry in the high-temperature superconductdis [n the case of
d-wave superconductivity in a two-dimensional system the momentum dependence of the
gap is given by

A
Ag = 70 (cos(kya) — cos(kya)), (2.4.2)
for a tetragonal crystal with as the interatomic distance. Fig.4.2a shows the momen-
tum dependence of awave gap (full line) andi-wave gap (dashed line). &wave gap
vanishes along certain directions on the Fermi surface referred to as nodes.

In the case of a-wave gap and assuming a constant normal DQ®)) around the
Fermi level, the single-particle excitation density of states (DOS) is

w
Va? — A

if £ > A and zero otherwise. The DOS okavave superconductor at zero temperature
diverges atv = +A. Below this energy, the DOS is zero since there are no possible
excitations; this DOS is shown as a full line in Rigt.2b. At temperatures above absolute
zero, the temperature distribution occupation probability (the Fermi distribution in this
case) of the states in the tip smears these divergences into two peaks. The DOS for a
d-wave gap (see dashed line in Fig.4.2D) displays a linear increase of the spectrum
from the Fermi energye¢- = 0) since as the gap is zero in the nodal directions, there are
excited states available around the Fermi surface. As the energy moves away from the
Fermi level, the number of excited states per unit energy increases and finally diverges at
the gap maximum.

N,(w) = N,,(0) (2.4.2)
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c)

DOS (arb. units)
DOS (arb. units)

k(r/a) &(meV) £ (meV)

Figure 2.4.2: (a) BCS gap in &wave (full line) andd-wave (dashed line) symmetry

in the Brillouin zone. The angle is the polar angle between tihg andk, directions.

(b) Spectra showing the corresponding single-particle density of states excitations for a
normal metal, s- and d-wave superconductors represented by the dotted, dashed and full
lines respectively. (c) Spectral variation as the maximum gap value changes. An inverse
finite lifetime parametel’ = 2 meV is included and the final curves are convolved with a
Gaussian o = 2 meV.

Since the BCS interaction conserves the number of available states, the integration
in energy of the superconducting DOS is conserved. This implies a sum-rule where the
states are conserved through the normal metal - superconductor transition. Thus, spectral
weight is shifted from below the gap into the coherence peaks (se8.Big). This sum-
rule also implies that as the gap increases, the coherence peaks become wider since more
states are removed below the gap. This can be seen iR Bigt where the area missing
below the gap is equal to the area above the normal DOS and the superconducting peaks
increase in width due to greater spectral weight transfer. InEi X, we also observe
that the height of the coherence peaks increases also with the gap. However this is due to
finite and constant smearing factors used to simulate the BCS DOS. Without these factors,
the BCS DOS diverges at the gap value (see Eig.2) and the height of the coherence
peaks can not be defined. When the different smearing factors are included, like the finite
lifetime of the quasiparticles, the temperature and the finite experimental resolution, the
DOS divergences at A transforms into two peaks. If these smearing factors do not scale
with the gap value, the height of the coherence peaks will increasewillherefore, the
coherence peak height increase observed in Eig.Z is an artifact due to the constant
smearing factors used. In chaptérand6, we will compare later these theoretical trends
with the experimental spectra of high-Superconductors.

2.4.3 Effects of band-structure

Now, we discuss the electronic band effects in the DOS. The band dispersion as well as
the Fermi surface can be determined by the Angle Resolved Photoemission Spectroscopy
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Figure 2.4.3:d-wave gap in BCS theory settled in a tight-binding baid] [

(ARPES) P(]. The ARPES technigue measures the spectroscopic characteristics in mo-
mentum space and therefore is complementary to STS which measures them in real space.
The ARPES experiments have revealed the band structure of the layered.tsgpher-
conductors (HTS) with great details(], 91]. It was found that a two dimensional tight-
binding model is enough to describe the ARPES results. The tight-binding expression for
an effective band up to third nearest-neighbors is

¢(k) = —2t[cos(aky) + cos(ak,)] + 4t" [cos(ak,) cos(ak,)]
—2t" [cos(2ak,) + cos(2aky)] — p, (2.4.3)

wherea = 3.8 A is the Cu-Cu distance in the Cu@lane,t, t' andt” are the first,
second and third respective nearest-neighbors hopping parametersisatheé chemical
potential.

These band structures present an extended saddle point nédrghmt, k = (7, 0),
of the two-dimensional Brillouin zone (BZ), consistently with early band calculations
[97]. This saddle point leads to a logarithmic peak in the density of states (DOS) known
as the van Hove singularity (VHS). The DOS energy position of the VHS is given by the
location of the saddle point in the band dispersion. Thus, according t8.EQ the VHS
is situated at an energy equalggy = —4(¢' — t”) — p. In the left right panel of Fig.
2.4.3 the saddle point in the band dispersion for optimally-dope®BCaCuyOs, s [40]
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is shown together with the corresponding logarithmic singularity in the DOS. This band
dispersion was obtained using Eg.4.3with the following values for the tight-binding
parameters, t', andt”: (¢,t',¢") = (390, 82,39) meV. The corresponding Fermi surface

Is shown in the right upper panel of Fig.4.3corresponding to a hole-like Fermi surface.
When a BCSi-wave gap is settled in this 2D tight-binding band, a maximum gap opens
at the antinodal point/ pushing the VHS singularity to higher energies (left lower panel

in Fig. 2.4.3. The corresponding BCS spectra displays five singularities, namely #te

zero energy due to the superconducting gap nodes, the peak divergences at the gap-edge
at+A,, the signature of the VHS below the coherence peak at negative energies, and the
weak BCS echo of the VHS above the coherence peak at positive energies. These two
signatures of the VHS appear-at/£2, + AZ. In this model, the energy location of the
coherence peaks atA\, is not strictly equals to the gap magnitudg. If we consider,

for simplicity, only a first neighbor hopping termn the band dispersiont’(= ¢ = 0),

the coherence peaks are at

(4t — p)?
B =£80 A2 4+ 16627
In practice the difference betweek, and A, is not large for reasonable values of the
parameters. We can find the energy position of the different singularities, in particular of
the coherence peaks by looking the zeros of the gradient of the energy dispersion relation
V& = 0. In this way, the VHS peaks are &y = ++/A2 + 2 in a simplified band
structure { = ¢” = 0). The right lower panel in Fig2.4.3also shows the trend in the
DOS when the number of electrons in the first Brillouin zone increases. The VHS peak at
negative bias increases in energy reducing the coherence peak intensity.

2.4.4 Collective mode coupling

Finally, through Eq2.3.14t0 2.3.2Q we couple the Bogoliubov quasiparticles with
a bosonic mode and study its effects on the DOS. The resulting DOS is shown in Fig.
2.4.4a, where we observe four important signatures in the spectrum. These are a coher-
ence peak at energk,, a dip at energyr;, a hump at energys, and the inflection
point at energyF,, between the dip and the hump, which appears as a minimum in the
second-derivative spectrum of Fig.4.4. This particular energy scale is of interest here,
since it was recently taken as a way to measure the frequency of the mediating boson
from STM spectrai4]. Indeed, in conventional phonon-mediated superconductors the
electron-phonon coupling leads to signatures in the tunneling spectrum, which appear
as peaks in th@?1/dV? curve P3]. Furthermore, Abanov and Chubuko¥/] reached
identical conclusions in a spin-fluctuation mediated superconductor, showing that in a
spin-fermion model with isotropic linear dispersion (without a van Hove singularity in
the non-interacting DOS), the minimum of the second derivative at enérgy simply
related to the spin-excitation energy. This suggests that the relation between the peak in
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the spectrum. We show the variation of the dip enétgyn (c) and of the inflexion point

E, in (d) to respect to the coherence peak enekgyas a function of the bosonic mode

energysl, for different values of the van Hove singularit{.9]
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d*I/dV* and the boson energy is generic to all pairing mechanisms. However, in the
presence of a van Hove singularity (VHS), the simple relation betw&esnd (2, is no
longer valid, sinceF; is largely controlled by the energyy,. Previously, it was shown
that in presence of the VHS the position of the peak maxipas not only determined
by the gapA,, although they are numerically close. In Fig.4.4, we plot the dip po-
sition relative to the coherence peak maximum obtained using Zgsl8and2.3.20as

a function of the collective mode ener§}; and the VHS energy positiafy,. The dip
minimum does not depend substantiallysan and provides an accurate measure (within
+5 meV) of the resonance energy. In contrast Figt.4d shows that the inflection point
E5 does not only correlate with, but is strongly dependent on the position of the van
Hove singularity.

The results in Fig.2.4.4receive a natural explanation if one considers the inelastic
processes described by the self-energyZ8.14 When a patrticle is injected in the sys-
tem with momentunk and energy > 0, it can decay by emission of a spin excitation
(q, Q) provided (i) it has enough energy to produce an excitation 2 and (i) there is
a stable quasipatrticle state available at momerkungy and energw — €2 . Therefore we
expect to have peaks in the imaginary part of the self-energy wheri) = Ey_, > 0.
Similarly, when a hole is injected at energy< —¢ , it can relax to a state closer to the
Fermi surface itv + Q2 = Ex_4 < 0. Since in a BCS superconductor the quasiparticles
have both electron and hole components, these two scattering processes will contribute
to the relaxation of an electron. These two processes are immediately apparent in the ex-
pression of the self-energy evaluated for simplicity'at I', = 0™ and zero temperature
since, using Eq2.3.18andA.0.6,

(2.4.4)

As anticipated]m f](k, w) is made of a pair of peaks at— Q2 = Ey_4 andw + Q2 =
FEx_q, With weightsiy_4 andoy,_, for the particle and hole components, respectively. The
(m, 0) region mostly contributes to the peaks that appear in the DOS without the coupling
to a bosonic mode: the coherence peaks at enarggnd the VHS at /&2, + AZ. The
coupling to a collective mode peakedegat= (7, 7) and centered at energy, strongly
couples these regions around the M-point §). This coupling produces peaks in the
imaginary part of the self-energy whén |= Ey_q + ;5 (Ex_q > 0), mainly at energy
| wi |= Ap+ Qg and| wy |= /&3, + A3+Q,. The peaks in the imaginary part of the self-
energy are accompanied by strong band renormalization which produce the dips in the
DOS. However, the energy width of the collective mode smears out the two dipsiad
wo confounding them into a single dip. Part of the spectral weight removed form the dip
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is build up at higher energy producing the hump structure. The rest of the spectral weight
is transferred to lower energy increasing the spectral weight of the coherence peaks. The
hump energy position is largely determined by the second dip positipthus by the
interplay of the VHS, the gap and the collective mode energy.

The model developed in this chapter will be used later in this work to analyze the mea-
sured spectra. It allows us to associate the energy position of the peaks in the spectra
at+A, to the superconducting gaf,. A coupling of the quasiparticles to a collective
mode originates the dip in the spectrum and masks the van Hove singularity. From this
results that a good estimation of the collective mode energy is the energy position of the
dip. Also, the presence of the van Hove singularity on the density of states can indirectly
be seen in the energy position of the hump or on the inflection point. However, the en-
ergy position of these two features is also determined by the interplay of the gap and the
collective mode.



Chapter 3

High-Temperature superconductors

We describe the phase diagram of highsuperconductors (HTS) focusing on tunnel-
ing spectroscopy results. We present the crystal structure of the Bi-family compounds
and discuss the doping and temperature evolution of the HTS physical properties relevant
for spectroscopy. Furthermore, different spatial modulations have been reported recently.
The characteristics of these spatial modulations are reviewed in this chapter.

3.1 Introduction

The highT, superconductors (HTS) are complex materials with a layered crystallo-
graphic structure. They all share Cu@lanes separated by block layers which act as
charge reservoirs. It is generally agreed that the low-energy excitations in HTS cuprates
are determined by the interactions within the Gu&yers. Usually in the HTS stoichio-
metric compounds, the copper ions are doubly ionized in an oxidationZstaggving a
3d? electronic configuration with a total spifi= 1/2. In the compounds with only one
CuG, layer per the unit cell, each copper ion is surrounded by six oxygen atoms in an
octahedral environment. In this octahedral environment, the electronic levels & the
orbital are split intot,, ande, orbitals. Furthermore, the degeneracy of theorbitals
is lifted since the out-of-plane oxygens (known as apical oxygens) are displaced from a
perfect octahedral structure. The highest partially occupied orbital state?sftBere-
fore hast? — y* symmetry. Thel,»_,» orbital states overlap with th&p orbitals of the
oxygen ions forming electronic bands. These materials should be metallic according to
band theory since there should be bands that cross the Fermi level according to band cal-
culations PZ]. However, they are insulators due to strong correlations between electrons
giving charge-transfer insulators. The ions*Ciave spinsS = 1/2 which interact via
a super-exchange mechanism along the Cu-O-Cu bond. This interaction orders the mag-
netic moments of the ions antiferromagnetically within the @planes. The transition
temperature (the &l temperaturé’y) is around300 — 400 K.

49
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Depending on the number of Cy@lanes in the unit cell, the HTS are classified as
single-layer, bilayer and trilayer compounds. The supercondu€iirgaffected by these
structural characteristics: for the same family of compounds;/thecreases with the
number of CuQ planes. For example, in the Bi-family the maximdimis 12, 92 and111
K for single-layer, bilayer and trilayer compounds, respectively.

3.2 The Bi-family of high 7. superconductors
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Figure 3.2.1:  Unit cell structure for the Bi-based HTS. The unit formula is
Bi,SrCa, 1Cu,04,5,.s5 (abbreviated by Bi22[n-1][n]) with corresponding CuG,
planes.

In this work, we have studied the Br,CaCyOg, s and BL,SrCaCuw 0,5 com-
pounds. Therefore, we present below the crystal structure of these compounds. The
Bi-family of HTS compounds have a general chemical formula of
Bi,SrCa, 1Cu,04.2,.s. They all have a quasi tetragonal unit cell with lattice parame-
tersag ~ by = 5.4 A in the ab-plane. Depending on the number of Guolanes, the
c-lattice parameter i24.6 A, 30.8 A and 37.8A for n = 1, 2 and 3 respectively. When
there are more than one Cu-O layer in the unit cell, the distance between two of these
layers is 3.3A with an intercalated Ca layer between them. Therefore the number of
Ca-layers is1 — 1 for n Cu-O layers. The Cufplane projection along the — b plane
Is shown in Fig.3.2.2where we show the primitive unit cell according to the symmetry

of the whole crystal structure with the lattice parametgrThe Cu interatomic spacing
isa = 3.8A.
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For each compound, the oxygen composition can be changed from the stoichiometric
composition § = 0). The extra oxygen fractiony)] per unit cell is located in the Bi-O
planes with an oxidation state ef2. Hence each extra oxygen localizes two electrons or
conversely it contributes with two holes to the electronic structure. These extra holes are
transferred to the Cu{planes through the Sr-O layers. Indeed, the apical oxygen situated
in the Sr-O layers acts as a chemical bridge for the charge transfer between the Bi-O to
the Cu-O planes. In this way, the Cu valence changes betwédn +2 for each extra
hole added. Therefore the compounds in the Bi-family can be doped with holes by adding
extra oxygen to the Bi-O layers.
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Figure 3.2.2: Schematic atomic positions in the Gu@/e show the primitive unit cell
corresponding to the whole crystal structure with a cell paramgter b, = 5.4 A and
the Cu interatomic spacing~ b = 3.8 A.

Along the by-axis, there is an incommensurate supermodulation with 26 A pe-

riod. This supermodulation affects strongly the Bi-O layer and has almost no effect in
the other layerst5]. It was proposed that the excess of oxygen is the major cause of the
supermodulationg5]. Thus the period of the supermodulation should decrease when the
excess oxygen increases (or equivalently with hole concentration). However, it was ob-
served that the period of the supermodulation does not change with oxygen composition.
So the lattice mismatch between the Bi-O planes to the other layers is most probably the
origin of the supermodulation.

The BLSr,CaCuyOg, s system (Bi2212) is the most studied material with STM since
high-quality crystals can be obtained together with pristine surfaces. In fact, the com-
pound can be easily cleaved between the Bi-O planes (see3Eid]) due to the weak
van der Waals forces between thed][ In this way, clean surfaces can be obtained but
due to their oxide composition, its surface rapidly degrades in not controlled atmospheres.
Hence, a UHV atmosphere is needed to avoid the surface degradation of cleaved samples.
The UHV condition allows to perform reproducible STM measurements for large periods
without any observable surface degradation.
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3.3 Phase diagram and spectroscopy
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Figure 3.3.1: Schematic phase diagram of HTS.

By changing the chemical composition of the charge reservoir layers in HTS, the va-
lence state of the Cu ions can be varied, which is equivalent to dope the [@aes.
They can be doped by either injecting electrons (electron doping) or by removing elec-
trons (hole doping). In the following discussion | will only consider the temperature-
doping phase diagram for the hole-doped cuprates.

In the charge-transfer insulator parent compound containing one electron per unit cell
(half-filling), the incorporation of holes gradually suppresses the initial antiferromagnetic
order (AF region in Fig.3.3.1). At a doping concentratiom ~ 0.02 — 0.04 holes per
unit cell, this global magnetic order is destroyed. Its destruction by hole doping can be
understood by the movement of holes through a lattice of singly occupied sites (due to the
strong on-site Coulomb repulsion) which rearranges the spin configuration.

At a doping concentration around=: 0.05 — 0.06 holes per unit cell, the compound
becomes metallic and even superconducting below a critical tempefatwt@ch varies
with doping. TheT, doping variation resembles an inverse parabola forming a dome
shaped region where superconductivity exists (SC region in Big.1). T, reaches a
maximum at a doping concentratiaf* known as optimal doping. This optimal doping
allows us to define two regions in the phase diagram: the underdoped region correspond-
ing toz < z°?* and the overdoped region far > z°"*. TheT, versus doping relation
T.(z) was empirically parameterized by Preslaidl. [6] as

Ti(w) = T [1 - 82,6 (¢ — )’ | (3.3.1)

whereT"** is the critical temperature at optimal doping.
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Figure 3.3.2: Tunneling spectra measured ons5BCaCuw 0,0, s (001) surface at 2K,
OT. The spectra is an average of a 100 nm spectral trace. The sampl@has@d1 K
corresponding to optimal doping.= 0.6 nA, V;, = 0.6 V.

Scanning tunneling microscopy (STM) allows to determine the spectroscopic charac-
teristics of HTS in the different regions of their phase diagram. As an example, a STM
spectrum on the trilayer compound,Br,CaCuw0O,y,s at optimal doping(,. = 111
K) and 1.8 K is shown in Fig.3.3.2 Its main spectral characteristics aré& ashape at
low bias voltage with strong peaks-&tl6 mV plus an asymmetric dip-hump structure at
~ 80 mV and a rather flat, also asymmetric, background at high enerfjies {50 mV).

The V-shape form of the spectrum at low enerdy £ 0) mV is consistent withl-wave
superconductivity for this material. The strong peaks are usually interpreted as supercon-
ducting coherence peaks and from its position an estimation of the gap is obtained, in this
caseA, = 46 mV. The dip-hump feature is usually associated to strong coupling effects
of the quasiparticles to a bosonic mod# [Finally, variations on the asymmetry of the
background conductance fp& |> 150 meV was related to strong correlation effects on
these materialsi, 11, 17]. Below, we discuss the different physical properties observed

in the underdoped and overdoped regions.

Within the underdoped region, the critical temperature increases with doping, although
the superconducting gap amplitude estimated from tunneling A, decreases/[].
The ratio of2A,/k5T, can be as high as 28 in this region, indicating that the mean field
approximation is no longer valid in these materials. Measurements of the penetration
depth have shown that the superconducting carrier dengisgales linearly witl/,. and
the hole dopingr in the underdoped regio®]. This behavior is quite different from
a Fermi liquid where, should be determined by the electron density and not the hole
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doping. Furthermore, the normal metal ab@yehows a non-Fermi liquid behavicid],
indicating that BCS theory should not apply since it arises from a Fermi liquid ground
state.

In the overdoped region, the estimated superconducting/gafollows the critical
temperature and decreases with doping.[For strongly overdoped concentrations>
0.2), the materials behave like a normal metal ab®yelts electrical conductivity varies
with the square of the temperature and the relation between the electrical and thermal
conductivity satisfies the Wiedermann-Franz law][indicating a Fermi liquid behavior.
Furthermore, there is evidence that the superconductivity in this region can be described
by BCS theory: the specific heat shows a clear jumifi. @ind the spectral weight transfer
between the normal metal and the superconducting phase agrees with the BCS prediction

[104.

Above the supeconducting dome, several experimenid [show a spectral weight
suppression at low energies abdveand up to a characteristic temperatili'e The spec-
tral weight suppression in this region is associated with the opening of a pseudogap which
appears in the underdoped region of the phase diagram. It gets weaker as the hole doping
is increased and finally mergé&s in the overdoped region. It is believed to be related to
the superconducting gap since the pseudogap evolves smoothly into the superconducting
gap when the temperature is decreased flomi9¢]. Also, the pseudogap has the same
d-wave symmetry as the superconducting gap and its characteristic tempé@&rafiote
lows the same doping behavior as the gap the former being proportional to the latter
for all doping rates. Indeed, the ratia\,/k57T™ is 4.3, which is expected for d-wave
pairing symmetry in the BCS theory for superconductiviiy][ All these observations
points to a common origin for the superconducting gap and the pseudogap. Furthermore,
it was shown that the spectra present inside the vortex core is similar to the spectra in the
pseudogap state f] suggesting that pseudogap properties can be studied directly inside
the vortex core.

In the tunneling spectra (see Fi§.3.9, a strong dip appears just next to the coher-
ence peaks which is stronger at negative bias voltage. The dip is followed by a smooth
maximum named hump. The dip-hump structure could originate from strong-coupling
effects P] or the superconducting gap opening in a pseudogap background. The fact that
the pseudogap smoothly joins the superconducting gapimdicates that the two-gap
explanation of the dip-hump feature is less probable.

Schriefferet al.[36] showed that strong coupling effects could produce similar struc-
tures in the DOS and thus it deviates from BCS prediction for the tunnelling spectrum in
superconductors. In particular for lead, the electron-phonon coupling treated by Eliash-
berg equations produces deviations from the predicted BCS BGS¢en in the spec-
tra by a peak-dip structure around the energy gap plus the characteristic energy of the
phononic spectrum. Later, Scalapiabal.[107] modelled the phonon density of states
measured by inelastic neutron scattering (INS) which allowed McMillan and Row#ll [
to invert the tunneling spectrum. A similar approach has been used for the HTS cuprates
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to fit a particular symmetric B6r,CaCuyOg, s Spectrum normalized to an arbitrary state-
conserving normal-state background§ 47]. These authors have includedi/avave

gap into Eliashberg’s equations in order to perform a self-consistent fit to the particular
spectrum. With a single narrow bosonic moda@&b meV, the fit reproduces the overall
shape of the spectra, although a second peak appears near the coherence peaks due to the
Lorentzian form of the bosonic mode. Their model does not take account of the band
dispersion and in particular of the existence of a van Hove singularity (VHS) near the
Fermi level. The inclusion of a VHS singularity can account for different asymmetries in
the spectra. Therefore, a model that intends to reproduce the tunnel spectra at low energy
should havei-wave Bogoliubov quasiparticles settled in an effective band structure that
includes a VHS and coupled to a bosonic mode. Such model was developed in section
2.3which will be used in this work to interpret the tunneling spectra on HTS.

3.4 Spatial variations of the STM spectra

Recently, different electronic modulations has been observed in the superconducting
phase, and when superconductivity is suppressed by either temperature, magnetic field or
doping. The spatial resolution of STM allows to observe local variation of the DOS at
a nanometer scale due to charge density wavésdr quantum interference oscillations
around impurities$1]. Therefore, STM technique is an ideal tool to study these variations
due to its spatial resolution to the atomic level. In the following section, | review the
different spatial variations of the LDOS found in literature.

3.4.1 Spatial gap distribution

The superconducting gap in HTS usually varies at a nanometer scale. This is re-
vealed by real space spectral maps of the local superconducting g&pown as gap
maps. These gap maps show islands between 3 to 5 nm wide with different gap ampli-
tudes [L04,105 106 107,10¢. Recently, McElroyet al.[ 109 found that gap magnitude
variations are directly correlated with oxygen impurity distributions in real space. They
observe an increase on the tunnel conductaned &6 VV which they associate to an im-
purity state due to & dopant atoms. This feature occurs at a distance of9 A away
from the Bi along the Bi-O bond direction. They relate the spatial location of these im-
purity states to the gap amplitude variations. Mainly, they found that the gap amplitude
increases predominantly near each dopant oxygen atom. Also a suppression of the co-
herence peaks happens primarily around dopant oxygen defect clusters. This implies that
a spatially uniform gap magnitude can be produced if the dopant oxygen atoms are uni-
formly distributed.

Following this idea, Hoogenboost al.[40, 11(] showed that a spatial uniform distri-
bution of the gap can be obtained by an adequate annealing treatment of the sample, at
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least in the overdoped region of the phase diagram. Furthermore, they demonstrated that
the gap inhomogeneities were intimately associated with broad superconducting transi-
tions measured byc-susceptibility. In particular, narrow superconducting transitions
lower than 0.5 K yield very uniform gap distributions. Generally, as-grown samples tend
to be inhomogeneous if special post-synthesis treatments are not performed to produce an
uniform distribution of dopant oxygens.

Finally, it is important to remark that lead impurities on Bi-O layers or disorder in the
Sr and Ca layers have no effect on the gap inhomogen&ity].[ However, the oxygen
concentration and distribution are probably not the only differences between samples from
different sources and batches.

3.4.2 Quasiparticle interference

Hoffmanet al.[17] observed that in the superconducting phase and in absence of mag-
netic field, the Fourier transform spectral maps of8iCaCuyOs, s displays character-
istic spots besides the structural points of the atomic lattice. These spots were observed at
energies smaller than the coherence peaks, namely in the sub-gap region. The energy of
the spectral maps is determined by the bias potehtialGenerally, if there are periodic
spatial modulations in the spectral maps, its Fourier transformed images will present spots
centered at the characteristic wave-vectors of this modulations and with a decay length in-
versely proportional to their spatial coherence. Hoffretal. [17] reported eight spots
inside the Brillouin zone with a wavelength betwee6 to 2 nm. Four of them are along
the Cu-O bond and the other four along the diagonal of the bond5(at These two
kind of spots (along the Cu-O bond andiat) present different dispersion behavior with
energy: The wave-vector of the former decreases with increasing energy when the wave-
vector of the latter increases.

This behavior was understood in the framework of quasiparticle interferemeeave
superconductivity. States at the same endrgy= /&2 + A2 will interfere when they
are scattered by a potential. The resulting scattering pattern will depend of the Fermi
surface structure and of the symmetry of the gap. In the case of HTS, the iso-energetic
states that interfere can have a wave-vector difference either parallel to the Cu-O bond
or at45°. Therefore, in this model, the wave-vector energy dispersion for the different
interference patterns is a consequencéwhve superconductivity plus the Fermi surface
structure. Furthermore, a detail analysis of this energy dispersion allowed Mcklaby
[117] to reproduce the Fermi surface of this material anddweave behavior of the gap,
which are in excellent agreement with ARPES measurements. This interpretation of the
pattern found in the Fourier transformed spectral maps presumes the existence of defined
guasiparticles with an inverse lifetime smaller than the scattering potential. Up to now, a
clear identification of the scattering centers which produce these periodic modulations is
missing. Resuming, there are spatial periodic modulations in the superconducting phase
that disperse with energy due to quasiparticle interference scattering.
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3.4.3 Non-dispersive electronic modulations

Above the critical temperature, in the pseudogap state, Versbirah [2(] observed
a square superstructure at low energies characterized by four spots in the Fourier trans-
formed spectral maps. These spots were located alor{g:the0) and(0, +7) directions
with ¢-values equal t@r/4.7a wherea = 3.8 Ais the interatomic distance. They do not
change their position ig-space as a function of energy which is contrary to the dispersive
modulations behavior found in the superconducting state discussed previously. Further-
more, Misraet al. [117] showed that the non-dispersive modulations in the pseudogap
state can not be understood by a quasiparticle interference scattering model. However,
the intensity of the non-dispersive modulations depends on the energy, being more pro-
nounced at low energies 20 meV. This energy should be compared with the pseudogap
magnitude found arount) meV.

A four-fold symmetric modulation that does not disperse with energy was also ob-
served in underdoped sampleés3[22, 113. These modulations are more intense in re-
gions showing pseudogap spectra. It is important to note that the pseudogap spectra is
characterized by a suppression of the coherence peak at negative bias together with no
dip-hump features.
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Chapter 4

Vortex core Spectroscopy In
BiQSrQCaCu208+5

We present here a detailed study of vortex-core spectroscopy in a slightly overdoped
Bi,SrCaCyOg,s sample. Inside the vortex core we observe a four-fold symmetric
modulation of the local density of states with an energy-independent pericd3of-(

0.3)a. Furthermore, we demonstrate that this square modulation is related to the vortex
core states which are located-a6 meV. Since the core-state energy is proportional to
the superconducting gap magnitude, our results strongly suggest the existence of a
direct relation between the superconducting state and the local electronic modulations in
the vortex core.

4.1 Introduction

In type Il superconductors, when the applied magnetic field is bigger thantté
magnetic field penetrates into the sample as lines with quantized flux that locally sup-
press superconductivity. These regions are known as vortices and their study provide a
direct access to the fundamental properties of superconductors. STM can directly detect
individual flux lines allowing to visualize the spatial vortex distribution as well as the
structure of the cores. Thus, a promising approach to investigate the superconducting
state in HTS is to study the electronic properties of vortices, in particular the quasiparticle
excitation spectra of the vortex cores.

Scanning tunneling microscopy (STM) observations of vortex cores were first carried
out on NbSe[47]. The behavior of the tunneling conductance, which measures the local
density of states (LDOS), was found to agree with the prediction by Gatrali[4 €], that
a band of localized states develops in the cores. The subsequent observation of vortices
in YBa,Cw;O,_s (YBCO) [114] gave a surprising result: contrary to the observations in
NbSe, the vortex-core spectra showed two peaks staying at a constant energy irrespective
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of the distance to the vortex center, as if the vortex would contain only two localized
states instead of a whole band. Following this, several groups investigated theoretically
the vortex core in al-wave superconductor, leading to the conclusion that the spectra
observed in YBCO cannot be explained in the framework of the BCS théaiydnd that

an extension of this theory is necessary at the very leéast]17,11¢. The STM study of
Bi,Sr,CaCuyOg. s (Bi2212) uncovered another property of the vortex-core spectra: they
display the low temperature pseudogap][ Subsequently it was found that the two
localized states are also present in this compounigi4, 15], and that the states seen

in YBCO and in Bi2212 have a common characteristic, appearing at an energy of about
0.3A,, whereA,, is the position of the coherence peaks in the superconducting staje [

Hoffmanet al. observed a spatial modulation of the low energy tunneling conductance
in the vortex cores having a period of abdut[16]. Later, it was found that similar mod-
ulations also appear in the absence of magnetic fieidl[]. Hoffmanet al. noticed that
the wavelength of these modulations disperse with energy and it was proposed that the
effect can be understood in terms of quasiparticle interference due to scattering on im-
purities and other inhomogeneities/[ 19). However, some of the periodic modulations
reported by Howalcket al. [1€] did not disperse in energy, and an explanation in terms
of static stripes was put forward. More recently, Vershigiral. [2(] studied the spatial
dependence of the tunneling conductance in the pseudogap phase. They observed an in-
commensurate square lattice with peridd7 + 0.2)a. The modulations observed above
T. do not disperse and it was thus concluded that they are different from the interference
modulations seen in the superconducting state. A non-dispersing square pattern was also
reported at low temperatures in strongly underdoped Bi221pgnd Ca_,Na,CuO,Cl;
(NCCOC) [27], which are characterized by pseudogap-like spectra. Thus there is con-
siderable evidence that a square pattern with a non-dispersing wavelength is associated
with the pseudogap, whereas in the superconducting state one observes predominantly
dispersing modulations, presumably due to quasiparticle interference.

Here, we report a detailed study of the LDOS modulation inside the vortex core. We
confirm the early observations by Hoffma al. [16], but our measurements show in
addition that this modulation does not disperse with energy, like the ones observed in the
pseudogap phase(d]. We further demonstrate that this square modulation is linked to
the localized vortex-core staté 4,13, 14, 15], and we thereby establish a direct relation
between the vortex core electronic modulations and the superconducting state.

4.2 Zero Field Characterization

Our STM measurements were performed on a Bi2212 single crystal grown by the
travelling solvent flux zone method 7] and annealed i500°C under15 bar oxygen
pressure. After annealing we measuf** = 88 K (AT, = 4 K) by ac-susceptibility.

The relatively flat background slope of the conductance spectra, as well as the magnitude
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of the superconducting gal, indicate that the sample is slightly overdoped. In the region
studied, we observe an average dgp= 25.2 meV with a standard deviatian= 4 meV.
This gap distribution is consistent with the observed superconducting transition width

[121].

We performed the measurements with a home-built STV under ultrahigh vac-
uum. The sample was cleaveusitu at room temperature before cooling and applying
the magnetic field and the tunnel junction was made between the (001) sample surface
and an electrochemically etched Iridium tip. All data presented here was acquired at 2 K,
first at zero field and then at 6 T.

(c) -15 mV

2 ()
nS LV
(m,0)

Figure 4.2.1: (a)6 x 16 nm? topographic image of Bi2212 showing the atomic lattice on
the BiO plane. The atomic corrugationﬁs&. The image was acquired at a bias voltage
V; = 0.6 V and a tunnel curreni = 0.8 nA. (b) d//dV conductance map in the same
area at/; = —15mV, zero field and” = 2 K. (c) Absolute value of the Fourier transform
of (b). a* andb* are the reciprocal vectors of the atomic lattice with mod@ga and

27 /b, respectivelyq ~ b = 3.8 A). The position where peaks corresponding tua 4a
period would be expected are indicated in red in the inset.

In Fig. 4.2.1a we show a topographic scan at zero field which clearly resolves the
atomic lattice of the BiO top layer, as well as the characteristic supermodulation run-
ning along the (1,1) direction (thg axis). Figure4.2.1b is a conductance map &t =
—15 mV, which was acquired in the same area simultaneously with the topographic im-
age. The Fourier transform (FT) shown in Fg2.1c reveals four peaks corresponding
to the Bi lattice and several peaks due to the supermodulation and its harmonics running
along the f,7) direction. In contrast to earlier reports/ 18, 20] we do not observe
guasiparticle interference peaks in zero field, presumably because of the absence of suf-
ficiently strong scattering centers. The red circles in the inset of4~&yIc indicate the
positions where the peaks ofia x 4a modulation would have been located.
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4.3 \ortex core spectroscopy

The electronic properties of vortex cores is studied with an applied magnetic field of
6 T perpendicular to the a-b plane. Here, | focus on the properties of a single vortex core.
Its spatial distribution is shown in Fig4.3.1a. In this region and outside the core, we
observe an average gap &f = 25 meV. The vortex core imaging is possible because
it affects the quasiparticle excitation spectra. In particular for HTS, the superconducting
coherence peak at negative bias is suppressed. This allows a direct imaging of the vortex
core by mapping the intensity of the tunnel conductance signal2atmV. Thus the
vortex core appears as a black area since the coherence peak at negative bias is reduced.

di/dV (nS)

0 1 1
-100 -50 0 50 100

V (mV)

Figure 4.3.1: (a)l0 x 10 nm? spectral image acquired & = 25 mV. The intensity
contrast shows where the vortex core is situated. The line indicatesra spectral trace
along the vortex core shown in (b).

The detection of single vortices in HTS is difficult due to the nanoscale variations of
the spectra. Inhomogeneities like structural defects, chemical adsorbates, impurities or
electronic inhomogeneities will generally perturb its detectior].[ Thus, an efficient
detection of vortex cores relies on the observation of several characteristics in the spectra.
In the vortex core the spectra presents a higher zero bias conductance, the appearance of
localized quasiparticles excitations at0.34,, the suppression of the coherence peak
at negative bias together with a reduction of the coherence peak at positive bias which
appears at a slight higher energy, and the appearance of a spatial modulation inside the
vortex core with a period of 4 times the Cu-Cu distance along the Cu-O bond direction.



4.4, Square modulation 63

All these properties has been observed in the single vortex core studied here and are shown
in figures4.3.1and4.4.1 The highlighted spectra in the center of the trace shown in Fig.
4.3.1b present a vortex core spectra characterized by a gap-like structure similar to the
pseudogap measured abdvd 23] and weak low-energy structures attributed to localized
quasiparticle excitationslLB, 14, 15]. Furthermore, in Fig.4.3.1a, we observe that the
vortex core extends over an area of akitiunny? having an irregular shape. A quantitative

fit of the zero bias conductance profile across the vortex core allowed Martin Kugler
[55] to determine the coherence lengtlof the order ofl nm. This small coherence
length implies that the vortices get easily pinned by defects and can explain in general
the irregular shape of the core since it follows the pinning potential. #i8.1b shows

the evolution of the spectra across the vortex core. When entering the core, the spectra
evolve in the same way as when the temperature is raised dbotree coherence peak at
negative energy vanishes over a very small distance, the coherence peak at positive energy
is reduced and shifts to slightly higher energies, and the dip-hump structure disappear. At
the same time that the pseudogap-like spectra emerges, small peaks apggamn\at

inside the core. These core states appears smoothly inside the core and do not disperse
in energy as a function of position. It was found that they are magnetic field independent
and scales linearly with the gap magnitutig[11(].

Now, we address the question that if vortices get easily pinned by defects, why these
inhomogeneities do not also produce quasiparticle interference patterns. The vortex core
shape predicted by theory is expected to show a four-fold symmeir}. [Up until now,
no regular shape of any kind has ever been observed in Bi2212 vortex cores. This is be-
cause inhomogeneities will dominate the core shape. A vortex core as seen in Bi2212
is typically 4-5 nm in size, thus several times the coherence length. It is therefore the
spatially slowly varying part of the potential which modify the shape of the vortices. The
guasiparticle oscillations on the other hand, appear strongly if the potential shows abrupt
variations on the atomic scale. A given potential will thus not affect the two phenomena
in the same manner: a potential modifying the vortex shape may very well not produce
any quasiparticle oscillations and vice versa. As an example we may consider an analy-
sis of Fig. 4.2.1 Looking at the topography in Figd.2.11a, inhomogeneities (missing
atoms) are clearly visible. From Figd.2.1b it is also apparent that the surface is not
perfectly homogeneous. These kinds of inhomogeneities obviously do not lead to any
regular interference pattern with a strength comparable to what we see in the vortex core,
as we demonstrate in Fig.2.1c. However, these inhomogeneities might very well pro-
vide a slowly varying potential resulting in irregular vortex core shapes. In conclusion,
the irregular shape of vortex-cores is affected by smoothly varying potentials, with longer
characteristic length scales than the potentials causing the quasi-particle interference pat-
tern.
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Figure 4.4.1: (aB.7 x 8.7 nm? conductance map af, = —25 mV. The inset shows

the simultaneously acquired topography at the same scale as the underlying conductance
map. (b) Conductance map in the same area as (&) at +6 mV. (c) FT image at

Vs = 49.6 mV. (d) Filtered inverse FT image. The inset shows the filter applied to the
image acquired at; = +6 mV and which selects the region between the two circles with
radii ¢[27/a] ~ 0.17 and~ 0.32.



4.4, Square modulation 65

4.4 Square modulation

In Fig. 4.4.1a we show a conductance maplat= —25 mV which clearly displays
the location of the vortex core. Its size and irregular shape are consistent with previous
studies P3,24]. In Fig. 4.4.1b we present a conductance map/at= +6 mV which
corresponds to the energy of the core state. Inside the core one can observe a striking
square pattern formed by four bright regions, similar to the observations by Ho#man
al. [16]. In order to quantitatively analyze these structures we performed the Fourier
transform (FT) of conductance maps at several energies. IMHEdc we show the FT
obtained at’; = +9.6 mV. In addition to the peaks corresponding to the atomic lattice, we
observe two clear structures. First we see four peaksat0.257 /a corresponding to an
incommensurate period ¢£.3+0.3)a oriented parallel to the CuO bond direction. These
maxima are clearly visible in all LDOS-FT taken betweleand12 mV, and between-8
and —12 mV. We note that their intensity at negative bias (occupied states) i&5/3
smaller than at positive bias (empty states). Second we see two maxima &t 757 /a
which only appear along thetr, 0) direction. Looking closer, one can observe that the
quartet ofg; peaks is slightly rotated with respect to the atomic lattice, while thegbvo
peaks are not.

To clearly identify which signal in the real-space conductance map of#iHglb orig-
inates from they; peaks, we show in Figl.4.1d the filtered inverse FT. We selected a
region ing-space containing the foyy peaks (see inset). The inverse FT exhibits four
bright regions at the corners of a square which clearly correspond to the pattern observed
in the raw data. We thus demonstrate that the low energy structure in the vortex core
shown in Fig4.4.1b is indeed at the origin of the foyi peaks.

4.5 Spatial variation of core states

We now address the spatial variation of the LDOS inside the vortex core. |4.Biga
we indicate 27 circular areas, each of containing 21 pixels of our spectroscopic image.
For clarity we used the filtered image (Fi#4.1d) to identify the positions. In Figt.4.2
we display three spectra: A and C’ were taken at the center of area A and C, respectively
and G’ was taken at point G, at a distancgdfnm from the center of the square pattern.
Whereas G’ is similar to the zero field spectrum, A" and C’ differ in a remarkable manner.
The core states appear very distinctly in spectrum C’, which is at one maximum of the
fourfold pattern, but in A’ there is hardly any signature of the core states. Thus it appears
that the square pattern reflects the spatial variation of the localized states. In order to
investigate this further and extract the most robust features we have averaged spectra
inside each circle of Figd.4.2a. Figure4.4.Z shows the average spectra of each circle
along the trace indicated by the arrow in Fg4.2a. The core states appear clearly in
the two circles located on the maxima of the square pattern (red). At the center A, only a
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Figure 4.4.2: (a) Central region of Fig.4.1d. Each circle contains 21 pixels. (b) Spec-
tra taken at the core center (A), on a maximum of the square pattern (C’) and outside
the core (G’). (c) Spectra averaged in the 7 circles along the arrow in (a); For clarity, the
spectra were shifted vertically ly4 nS. (d) Spectra averaged over the four-fold symme-
try equivalent circles, drawn with identical color in (a); The spectra are offset vertically
by 0.3 nS.

weak signature of the localized states is seen, and this signature disappears when moving
outside the fourfold pattern. In Figt.4.2 we show a different representation of this
data. Whereas A again shows the average spectrum of the central circle, the curves B—F
correspond to an average of spectra taken in circles which are equivalent by the four-fold
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symmetry (same color in Figl.4.2a) and at increasing distance from the center. The
strongest signature of core states is again seen in curve C taken on the maxima of the
square pattern.
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Figure 4.5.1: (a) Tunneling conductance at energies between & EhtheV measured
along (7, 0). (b) FT intensity ofgy = 27 /a, corresponding to the atomic latticg, ~
0.25(27/a) corresponding to the square pattern in the vortex coregand0.75(27/a)
which only appears along tHe-, 0) directions. The intensities where measured on the
peaks indicated in Figt.4.1c. (c) Normalized Fourier transform intensity corresponding
to ¢1 ~ 0.25(27/a). The FT was normalized by the average value of the whole Fourier
transform map at each energy.

We therefore conclude that the vortex-core states are closely related to the square pat-
tern. In Fig.4.5.1a we plot a cut in the Fourier transform along twe 0) direction at
several energies. The peakgtcorresponding to theéa-period does not disperse with
energy within the error margins of our measurement. While a weak dispersion towards
longer wavelengths cannot be excluded given our present resolution, this possible disper-
sion would be in the opposite sense than the one observed @tofgin the supercon-
ducting state and attributed to quasiparticle interferercg [We also remind that the
peak aty, corresponding to a wavelength @f/3)a is present in thér, 0) direction, but
not in the(0, ) direction.

Figure 4.5.1b shows the intensities of the three dominant peaks as a function of energy.
The intensity of the;; peak has a clear maximum at the energy of the localized state and
increases again when approachigmeV. This increase is fortuitous because there is a
general increase in intensity at high energy. Also, the direct images as well as the Fourier
transform images do not show an obvious four-fold pattern at higher energies. Thus the
increase does not mean that the pattern is present also at these energies. If we normalize
the Fourier transform by the average value of the whole Fourier transform map at each
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energy the maximum &tmeV remains but the increase at higher energies disappears (see
Fig. 4.4.1c). The applied Fourier Transform expressions are defined in App€&hdnere
we also give expressions for the normalization to the average value of the FT.

4.6 Discussion and Conclusion

Comparing our results with the observations of Vershetial.[2(] in the pseudogap
state abovéd,, we find that the ordering in the vortex core is very similar to the ordering
in the pseudogap state. The basic structure is a non-dispersing square modulation in the
Cu-O bond direction. The peridd.3 + 0.3)a in the vortex core at 2 K is slightly smaller
than the period4.7 + 0.2)a in the pseudogap state at 100 K. In the pseudogap state, the
intensity of the peak in the FT was found to be largest and energy independent below
20 meV, whereas we find an energy dependence resembling the tunnel conductance. This
discrepancy may be due to temperature broadening at 100 K. Another difference is that
we find a(4/3)a modulation in one direction. Such ordering was also seen by Hanaguri
et al.[27] at low temperature in Ga,Na,CuO,Cl, with a main period ofta.

The pattern inside the vortex core shown in Fig4.1is consistent either with a de-
caying square modulation or with a square pattern. A decaying square modulation is a
four-fold symmetric modulation whose intensity decays in space. A square pattern is
formed by four spots situated in a square arrangement. IndEgl, we show the differ-
ent signatures of these two patterns. Fgs.1shows a real space image where we have
simulated the atomic lattice plus a square-modulation enveloped by a Gaussian. In order
to reproduce more accurately the experimental data, we also incl4g8)a modulation
only along one direction. The corresponding FT image shown in #i§.1b is in per-
fect agreement with the data shown in Fig4.1c. The square pattern characteristics are
simulated in Fig.4.6.1c, where the atomic lattice plus four spots in a square have been
simulated. Each spot is simulated by magnifying the signal with a Gaussian function.
Its FT image shown in Fig4.6.1d displays satellite peaks around the reciprocal atomic
peaks at* andb*. These simulations seem to indicate that the vortex core pattern is most
possibly due to a four-fold symmetric modulation inside the vortex core. However more
detailed studies should be carried out to clarify this question.

In this section we evidence that the amplitude of the vortex core states has a four-fold
structure directly reflecting the modulation observed in the vortex core. Since these states
appear at an energy proportional to the ggp our results connect the superconducting
state to the electronic modulation. We further find that the four-fold modulation has the
same behavior as in the pseudogap phasg Wwhat could be expected since the vortex
cores display the pseudogai]. However, the role played by the vortex core on the core
states and therefore on the square modulation is not clear yet. This question should be
investigated in further studies. Above the critical temperature, vortex-like excitations
were reported 124] evidenced by an anomalously enhancement of the Nernst signal.
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Figure 4.6.1: Real space simulated images of (a) a square modulation and its FT image
in reciprocal space shown in (b) and (c) of a square pattern with its FT shown in (d). The
square modulation and the spot forming the square pattern are convolved by Gaussian
functions.

This observation is directly relevant to the central issue of the pseudogap state in the
cuprates. The relation between the pseudogap and the superconducting state has been
the topic of many theoretical studies possibly leading to spatially modulated structures
[125 126 127,128 129 13(. In particular, several authors have proposed that a pair
density wave (PDW) is at the origin of the observed structurés,[L32, 133 134]. In

the context of our study this model is attractive, since we establish a clear link between
the superconducting state, the pseudogap and the square modulation in the vortex core.
Within the PDW picture, this suggests that the localized statés~at0.3A,, correspond

to the lowest pair breaking excitations of the PDW. The relation between the localized
states and the square modulation thus sets a critical test for these theories.
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Chapter 5

Low Temperature Spectroscopy In
BiQSrQCaCu208+5

We present a detailed study of tunneling spectroscopy in slightly overdoped Bi2212
(T, = 88 K) using a low temperature scanning tunneling microscope. In the supercon-
ducting state, a peak-to-peak mean ggp= 36 meV has been measured consistent with
previous measurements. We focus on the nanoscale variations of the spectra present in a
particular inhomogeneous sample. Nanoscale spectral variations has been interpreted due
to an inhomogeneous distribution of oxygen dopant atoms. This nanoscale variation of
the gap is consistent with4K transition width measured hy-susceptibility. A double-
peak structure of the coherence peaks is usually observed in the tunneling spectra. We
have observed that the two peaks are separated iymeV and their intensity varies at
an atomic level. Finally, we discuss the possible origins of the double-peak feature.

5.1 Introduction

The BLSrLCaCuyOg, s (Bi2212) material has been extensively study with spectro-
scopic techniques since pristine surfaces can be obtained. Measurements performed with
scanning tunneling microscope (STM) in this material have unveiled remarkable proper-
ties above and below the superconducting critical temperature such as microscopic varia-
tions of the local density of states (LDOS), electronic modulations in the superconducting
and pseudogap states. Recently, it was shown that these properties are not exclusive to the
Bi2212 compound demonstrating that a theory for ligkuperconductors (HTS) should
explain these observations. Usually, STM measurements in the Bi2212 compound display
inhomogeneous spectra and an important aspect of these studies have focused on the role
of these inhomogeneities on its superconducting properties. Here, we will present STM
measurements performed in the superconducting state of a Bi2212 sample focusing on the
nanoscale and atomic spectral variation. We start by discussing the sample’s preparation
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and the tunnel vacuum junction characterization.

5.2 Characterization

Our STM measurements were performed on a Bi2212 single crystal grown by the
travelling solvent flux zone method 7] and annealed i500°C under15 bar oxygen
pressure. After annealing we measuied** = 88 K (AT, = 4 K) by ac-susceptibility.

We performed the measurements with a home-built ST¥ under ultrahigh vac-
uum. The sample was cleavéd situ at room temperature before cooling without an
applied magnetic field. The tunnel junction was made between the (001) sample surface
and an electrochemically etched Iridium tip. All data presented here was acquired at 2 K,
first at zero field and then at 6 T.

First, | characterize the tunnel barrier quality in zero field. A typib@f)-spectrum
Is shown in Fig.5.2.Ja. The tunnel condition used to regulate the tip-sample distance is
shown by a dot corresponding to a tunnel resistalice-= 0.5 G(2. The characteristics
of the tunneling current are best seen in the numerical derivative df(ihgcurve. The
characteristics of the tunneling current are seen in the curve shown iB.Eidb as a full
line. The superconducting gap estimated from the coherence peak distakgce-is}4
meV. In order to improve the signal to noise ratio, we use a lock-in technique to measure
directly the differential conductanct /dV (V') (see Sectiorl.3). The resulting spectra
is shown as a dashed line in Fig2.1b and can be directly compared with the numerical
derivative. As observed the signal to noise ratio is improved especially outside the gap
and all the spectral signatures are located at the same energy. We note that the lock-in
method tends to reduce the height of the coherence peaks.

According to Renneet al.[135, in a true vacuum tunnel junction the spectra should
be independent of the tip-sample distance, apart from a constant factor. As it is discussed
in Section2.2, the tip-sample distance is controlled by the tunnel condition. To verify this,
we measure a series of spectra at different tunneling resistances. The tunneling resistance
is varied by keeping fix; and by varyingl. The spectra measured at different tunneling
resistanceR; are shown in Fig.5.2.1c and when these spectra are normalized:byll
spectra fall into a single curve, indicating a true vacuum tunnel junction. We attribute the
slight difference between the curves at negative bias to a shift of the tip toward the sample
induced by an electrostatic change during the bias voliggecan. Such differences
appear at positive bias if the tip is stabilized at negative bias. The apparent barrier height
between an iridium tip and the Bi2212 surface was estimated to be afoRheéV by
Bart Hoogenboom1[1(] for a junction similar to ours. The bias voltage applied is lower
or equal t00.6 V which assures that the measurements were performed in the tunneling
regime condition.
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Figure 5.2.1: Zero-field spectroscopy in an overdoped Bi2212 sampldwithg8 K. (a)
I(V)-spectrum acquired at 2.1 K with a bias potential’pt= 0.3 V and a tunnel current

of I = 0.6 nA. (b) The corresponding numerical derivative (full line) and thigdV
spectrum measured with the lock-in technique (dashed line). The lock-in excitation has a
mean amplitudé/,,,, = 1 mV and a frequency = 321 Hz. (c) Tip-sample dependence

of the spectra by varying the tunnel current betwéen— 0.9 nA atV;, = 0.300 V. d)
Spectra normalized by the tunnel resistafieshowing their independence on the tip-
sample separation.
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From to the generic formula of Preslaatal. [6]

p=0.16 %+ /(1 — T./Tmaz) /82.6

whereI™* = 92 K, we estimate from the critical temperature a nominal dopirg0.18

for the sample. At this doping, the sample is slightly overdoped which is consistent
with the background slope of the conductance spectra, as well as the magnitude of the
superconducting gaf, consistent with literature/[]].

5.3 Nanoscale spectral variations

In this section, we concentrate on the spectral signatures that cause the spatial vari-
ations of the conductance signal. We will see that the superconducting\ gapries
strongly in regions ot~ 1 nm explaining the conductance variations at energies below
the gap. Since the gap variations have been correlated with the oxygen distribution in the
Bi-O planes [ 09, a non-uniform distribution of the extra oxygen atoms in the Bi-O lay-
ers is the most likely origin of the nanoscale variations of the spectra. This interpretation
is also consistent with the fact that more uniform spectra can be obtained after adequate
annealing treatments 2 1].

In Fig. 5.3.1a we show a topographic scan at zero field which clearly resolves the
atomic lattice of the BIO top layer, as well as the characteristic supermodulation running
along theby-axis. The atomic lattice observed is believed correspond to the Bi atoms
which are3.8 A away from each other. The period of the supermodulatio26is- 1
A.On top of the intensity variations due to atomic corrugations, the topography presents
smaller variations at longer length scales. Since the tip-sample distance measured by a
topography image is related to the integrated local density of states (ILDOS, see Section
2.2), these variations suggest non-uniform spectral properties. This was illustrated in the
spectral map taken af, = —15 mV shown in Fig.4.2.1b. The tunneling conductance
at this energy varies on a typical distance~o20 A. Similar spatial variations have been
reported earlierT06 109.

The spatial gap distribution is plotted in Figs.3.Jb showing that the gap varies
strongly from22 to 54 meV. The regions with the same gap magnitude have a charac-
teristic size of~ 15 A. The strong variation of the gap is also seen in the spectral trace
shown in Fig.5.3.1c along50 nm. In the spectral trace we observe a stable and repro-
ducible background conductandég (> A,) which is another criterion indicating vacuum
tunneling [L35. We show in Fig.5.3.1d five spectra with different gap values correspond-
ing to the numbered dots in Fi§.3.1b. The coherence peaks intensitytah,, decreases
as the gap increases. For the spectrum with~ 50 meV, the conductance below the
gap energy presents a kink-at22 mV. The spectra with lowest gap magnitude in Fig.
5.3.1d display shoulders above the coherence peaks at an ereryy + 12 mV. We
will discuss this feature in the following section. Finally, the spatial variation of the gap



5.3. Nanoscale spectral variations 75

magnitude implies that the conductance map madelatmV will show high intensity
regions where the superconducting gap is smaller which explains the intensity variations
observed in Fig4.2.1b.

The statistical distribution of the gap is shown in Fi§.3.Je. The gap magnitude
plotted is the average of the negative and positive coherence peak pdsjtien( A} —
A7)/2. In the inset, the gap distribution of the corresponding coherence peaks present
an increase count of spectra having superconducting gafs at =30 mV and +38
mV. However such a bimodal distribution is no always observed. The average spectra
distribution has been fitted with a Gaussian function (full line in Bi§. le) giving a mean
gapA, = (36 & 2) mV and a standard deviatien= 7 mV. The mean superconducting
gap is consistent with the doping concentratioa 0.18 estimated fron?, [70]. The gap
standard deviation observed implies that al#dt of the gap values are withiz2 and50
meV. Since superconducting transition widths larger tharof T, indicates large degree
of inhomogeneity [21], the 4 K transition width measured whef. is 88 K, already
indicates a large standard deviation of the gap.

In order to quantify the characteristic length of the gap amplitude variation, we have
calculated the angular-averaged auto-correlation of the gap map image shown in Fig.
5.3.1b. The auto-correlationi;(R) of a signalf(r) and the cross-correlatiofi;,(R)
of two signalsf(r) andg(r) are defined in AppendiB. The auto-correlation of the gap
map is plotted in Fig5.3.1, together with the cross-correlation of the gap map with the
simultaneously acquired topography. The auto-correlation of any signal is equal to 1 at
r = 0. A fit to an exponential function of the gap map auto-correlation yields a charac-
teristic lengtht = 1.77 nm. This shows that the gap varies in a typical distance8 nm
which is consistent with the- 1.5 nm size of the regions having the same gap magnitude
as it was directly deduced from Figh.3.1b. It is important to remark that the spatial
auto-correlation of the gap map does not present any characteristic pattern.

The cross-correlation of the topography and the gap map images shows that they are
anti-correlated meaning that the topography signal is lower in the regions where the gap
is bigger. A closer look to Fig5.3.1a and (b) shows this; we observe that dark region
in the topography (related to smaklvalues) usually corresponds to the regions where
big gaps appear. In Figs.3.1a, the small intensity variations of the topography signal
at a larger spatial scale 2 — 3 nm can be associated to the integrated local density of
states (ILDOS) variation, as it has been previously discussed in secfioihe ILDOS
variation is proportional to the changes in the total number of states measured up to the
bias potential/;. Therefore, the anti-correlation between the topography and the gap map
shows that there is a low number of total states when the gap is big. This can be understood
if we tentatively assign the ILDOS magnitude to the local doping concentratiij. [In
regions where the doping concentration is small, the gap magnitude is big (see Section
3.3). In this interpretation, the anti-correlation of the topography and the gap map shown
in Fig. 5.3.1 could indicate that the local doping concentration affects the gap at distances
smaller thar2 nm.
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Figure 5.3.1: (a)6 x 16 nm? topography image on Bi2212 showing atomic resolution.

(b) Color coded image of the superconducting gap variafignn the same region. (c)
Trace showing 101 spectra along 50 nm. (d) Selected spectra from the regions marked
by dots in the gap map (Figh.3.1b). (e) Gap distribution of Fig5.3.1a. A Gaussian fit

gives an average gap, = 36 & 2 meV. The inset shows the statistical distribution of the
negative and positive bias coherence peaks position. (f) Auto-correlation (full dots) of the
gap map in Fig.5.3.1b and its cross-correlation with topography shown in Fag3.1a.

Tunnel conditionsV; = 0.6 V, I = .8 nA. Lock-in amplitude2 mV rms with a frequency

of 827 Hz.
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The local doping concentration can vary due to a non-uniform distribution of extra
oxygen atoms. The previous observations indicate that homogeneous spectral properties
could be obtained if a more uniform distribution of the extra oxygen atoms is produced.
Indeed, Hoogenbooset al.[121] have shown that homogeneous spectral properties can be
obtained by adequate annealing treatments that presumably produce more uniform oxygen
distributions. Further studies should quantify the interplay of the standard deviation of the
gap and the superconducting transition width. In particular a careful determination of the
relation between the spectral variations and the oxygen distribution will allow to establish
the spatial influence of the dopant oxygens on the spectral properties of HTS compounds.

c)
o # =
@) . 2
£ ¢ ]
E 251 . ‘!o
k=) ¢ +°
© B
= s Ap Ap .
x 3
[ f °
o)
L "
20+
20 20 0 20
4, (meV)

Figure 5.3.2: 16 x 16 nn? maps of the energy of the coherence peak at positive bias
At (a) and of the peak height/ /dV (A) (b). (c) Variation of the mean coherence peak
height with the gap magnitude. The mean peak height was obtained by averaging several
spectra with identical values & andA .

Another property of the superconducting spectra is the relation between the coherence
peak height and the gap magnitude. The trend observed in the spectra of Bi2212 and
showed in Fig5.3.1d indicates that the coherence peak height decreases with increasing
gap. This anti-correlation between the gap magnitude and the coherence peak height is
shown in more detail in Fig5.3.2where we compare the spatial variations coherence
of the positive-energy peak\(") plotted and of the peak heighif /dV (A}) in the same
area. Comparing these images we observe that the regions which present higher gap
magnitude also present lower peak heights. In order to follow the intensity decrease as
a function of the gap magnitude, we average the peak height of all spectra with identical
peak energy position, the result is plotted in FBg3.Z. There is almost a linear decrease
of the peak height as the gap magnitude decreases. BCS theory predicts that the width
of the coherence peaks should increase proportionally to the gap5.8idgd shows that
there is a small increase of width of the peaks wify however id does not seem to be
proportional to the gap. We will come back to this question later when we discuss the
overall form of the spectra in chaptér

Several explanations have been proposed to explain this anti-correlation between the
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peak height an the superconducting gap. A modulation of the pair-potential interaction
was reported to reproduce such a trend. Nuretal. [136 proposed that the oxygen
dopants can modulate the pair-potential in such a way. Another possibility would involve
band structure effects: when the compound is hole doped, the van Hove singularity (VHS)
appears below the Fermi level (see Secfioh3. In the DOS, Its proximity to the Fermi

level produces an increase of the coherence peaks spectral weight. With underdoping, the
gap magnitude and the Fermi level increases. The latter increase moves away the VHS
to lower negative energy which reduces the spectral weight around the coherence peaks,
thus reducing the coherence peaks height. The effect of the VHS in the tunneling spectra
Is discussed in detail in chapt@r

5.4 Atomic variations of the spectra

Previously, we have seen that the sample displays spectral variations at a nhanometer
scale. Since Bi2212 has a coherence legthb A of the order of the lattice parameter
a=38A, we may expect changes in the spectra at an even shorter scale. Here, | will
focus on spectral changes which indeed occur at smaller distances than the Cu atomic
separation.

When looking at spectral variations at a subatomic scale, itis important to consider one
peculiarity of the constant-current STM mode. Within the Tersoff-Hammathgory,
the tunneling conductance is given @t= 0) by o(z,y,V) x e 2Ny (z,y,eV) if we
assume an energy-independent decay of the LDOS outside the sample (seeSBction
In constant-current mode the tip-sample distardds adjusted so as to keep the total
current/ foev o(z,y,w)dw fixed to a valud, ., o e~ foeVTeg Nj(z,y,w)dw. Solving
for e=2#¢ and inserting in the expression @fz, i, V) we see that

o(z,y, V) < B(x,y, Vieg) N (2, y,€V), (5.4.1)

whereB(z,y, V,ey) = L,eg/fUV“g Nj(z,y,w)dw. Hence, we expect to observe two dif-
ferential kinds of spectral variations. The first, encode®{m, v, V,,), are independent

of bias voltagel” and integrate over states up to the regulating voligge The second

are due to local variations of the LDQS(z, y,eV'). All the measurements presented
in this section were performed with the same regulation vollgge = 0.3 V, thus the
factor B(z,y, V,.,) should only depend on the spatial position of the tip. We may there-
fore divide out this factor in order to extract the variation of the local density of states
Nj(z,y,w = eV).

Here we present measurements performed in zero field aifl at 6 T. The last
were carried out in-between vortices; the spectral changes inside magnetic vortices were
discussed i It was reported previously-p] that the spectra are essentially field inde-
pendent at least up to 6 T. Thus we have assumed that the magnetic field does not affect
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the superconducting spectra outside vortices. Furthermore, the observations which we
discuss in this section are present in zero field and also a 6 T magnetic field.

di/dV (nS)

Normalized di/dV

v, (mv)

Figure 5.4.1: (a) Topographic imagesiofk 1 nn? regions showing where the spectra
were measured. Each number corresponds to a pair of spectra shown in (b) and measured
on top of an atom (full line) and between atoms (dashed line). (c) Averaged spectra mea-
sured above an atom (full dots) and between them (open circles). The tunnel conditions
arel;, =06nAandV,; =03V, T=2.1KandH =0T.

In Fig. 5.4.1 we show how the differential conductance varies at the atomic scale in
two different regions. Four pairs of positions are indicated in the the topography of these
regions showed in Figh.4.1a. Each pair is formed by two measurements performed one
above an atom (black dot) and another next to it (white dot) and the corresponding spectra
are shown in Fig5.4.1b. The full lines correspond to spectra measured above an atom,
while the dashed lines are the spectra measured between two atoms. When the spectra
at these two positions are compared, we observe (a) a small difference on their intensity
which is almost voltage independent, and (b) small changes in the form of the coherence
peaks. We consider first the voltage independent changes of the spectra. In order to
extract the most robust features, we average the spectra at the two characteristic positions
(Fig. 5.4.1c). We observe a net difference between the mean spectra with a very weak
energy dependence. The energy-independent difference is certainly due to variations of
the factorB(z, y, V,.,) and their very weak energy dependence can be attributed to LDOS
Nj(z,y,w) variations. In particular, Figh.4.1c indicates that the conductance is slightly
higher between atoms.

In order first to verify that the conductance measured in constant-current mode is
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higher between the atomic positions determined by topography, a trace of spectra between
two atoms has been measured (FHgl.2a). The atoms are identified in thevariation of

the tip shown next to the trace. In Fig.4.2b, the differential conductance evolution along

the trace is followed at two bias potentiats30 mV and+80 mV and compared with the
topography. An anti-correlation is directly observed between the atomic positions and
the corresponding conductance at these energies, showing a systematically higher con-
ductance between the atoms. This anti-correlation is seen b8thma¥ and at80 mV.
Therefore, this energy-independent variations of the tunneling conductance can be related
to the spatial variations of the facté(z, y, V,.,) which changes the overall intensity of

the spectra. This indicates a procedure to compare spectra taken at different positions:
We can normalize these spectra by their respective intensities measured at a given volt-
age. This should eliminate the spectral variations due to the energy-independent factor
B(&?, Y, ‘/7"69)'

Next, we focus on the energy-dependent variations of the spectra5Higb shows
a marked difference between the traces at positive and negative bias. While the energy-
independent variations of the differential conductance along the trace were related to the
spatial variations of the factaB(z,y), the energy-dependent contributions must be at-
tributed to variations in the LDO®/(z,y,w). Energy-dependent variations can be dis-
tinguished directly on the trace shown in Fi§.4.2a, where two peaks are often seen
around the coherence peak energy. The relative intensity of these two peaks changes over
atomic distances and it seems unrelated to the atomic positions. Their energy position
also changes smoothly along the trace, but their energy difference seems to stay constant
around~ 12 meV. Also the total width of these two peaks structure does not appear to
change in space.

The two-peaks structure can vary microscopically over lengths smaller than atomic
distances and it is not always present. In Fgl.3, we show an example of the atomic
variation of this feature. The differential conductance above the atom presents clearly
peaks att22 mV and+34 mV, the former being higher that the latter. The spectrum only
1.8 A away from the atom has peaks-a84 mV with small kinks at+-22 mV. Besides
the suppression of the peakstal2 mV, there is no other spectral difference. Indeed both
spectra have the same behavior abdvenV and around zero bias. The total width of the
two-peaks structure is also identical in the two spectra.

In Fig. 5.4.3, we show a case where the spectra do not change microscopically and
do not have a double-peak structure. The total spectral weight of the peaks is similar to
the spectral weight in the double-peak structure in BEigh.3a. At energies above 40
mV, the spectra in Fig.5.4.3 and (b) have similar absolute values for the differential
conductances. One striking difference between the spectra irbHga and (b) is the
shape they have around the zero bias. While in bid.3a and5.4.2a the spectra display
a rather flat shape around the Fermi level, the spectra irbHgd have a cleal’-shape
behavior.

Frequently, in Bi2212 spectra with a double-peak structure are seenl[3g with
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Figure 5.4.2: (a) Trace of spectra between two atoms. The position of the atoms as well
as thez-variation of the tip along the trace are plotted next to the trace in a color coded
representation (topographic image, the atoms are identified with the brightest areas) and
as az vs. z plot. The inset shows the trace position with respect to the atomic lattice. (b)
Variation of the differential conductance along the trac&at +30 mV (upper pannel)
andV, = 4+80 mV. The conductance at positive bias potential is represented by a full
line, and a dashed line shows the corresponding at negative bias. The z-variations of the
tip obtained from the topography images are also plotted (lowest curve). The applied
magnetic field i T and the temperatur21 K. The tunnel conditions aré = 0.6 nA

andV, = 0.3 V.
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a separation between the two peaks aroihdnV. Previously, we have shown that the

gap magnitude is not uniform on the surface. Thus, we are tempted to interpret the two
peaks as a double gap structure measured in the boundary region delimiting two areas
with different gaps. Following this idea, the double-peak spectra would come from a
simultaneous contribution to the tunneling conductance of regions with different gaps
due to local variations of the doping concentration. However, this interpretation is not
consistent with the fact that the variations occur over distancdss A, much smaller

than the coherence length~ 5 A.

o— Center [
Side

Figure 5.4.3: (a) Spectra measured above an atom (full dots) angl Ataway from it

(open circles). Upper left inset:35 x 4.35 A2 topography showing the atom as a bright
signal. In the sub-inset the position of the atom in the atomic lattice is shown. Lower left
inset: spectroscopic imagedt = —22 mV acquired at the same time as the topography.

It determines the spatial distribution of the22 mV peak. (b) The same as (a) but in a
different region where the spectra does not present large atomic variations and has only
onepeakHd =6T,7T =2K.

Another possible explanation for the double-peak structure could be that it has a mag-
netic origin. However, this possibility can be ruled out since it has been also seen in zero
magnetic field.

In another line of thought, the double-peak structure could be tentatively attributed to
inelastic scattering on a local impurity: In its tunneling path from the Cpl@ne to the
tip, the quasiparticle would interact with an impurity exciting an impurity state. Through
this interaction, an energy is exchanged between the tunneling quasiparticle and the
impurity producing a second peakatA, + A [35]. However, in the calculations this
second peak has systematically lower intensity than the superconducting coherence peak,
which is not consistent with our observations (see big.2).

A similar interpretation which we consider unlikely for the same reason would invoke
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strong coupling of quasiparticles to a collective mode. Such coupling can produce shoul-
ders in the spectra corresponding to the onset of inelastic scattering (seeRarid
Section2.3.2), but like for the inelastic scattering on impurities the additional peaks are
always weaker than the coherence peaks. Furthermore, while scattering on impurities
would naturally imply local variations at the atomic scale, collective modes are not local-
ized in space and their effects should be visible everywhere on the surfaces. A similar
argument allows one to rule out a two-peak structure as a band structure effect. The pres-
ence of a van Hove singularity in the quasi-two dimensional electronic bands of Bi2212
would originate an asymmetric double-peak structure in the tunneling spectra. However,
in this interpretation, the outer peak should be systematically higher at negative energy,
which is not observed.

Finally, the two-peak structure could be tentatively interpreted as two superconduct-
ing gaps. Since the Bi2212 has two Cu@anes, it has two bands associated with these
planes which has been resolved individually by ARPES]. Locally, an impurity could
affect differently these two bands producing a double-gap structure in the superconduct-
ing tunneling spectra. A double-gap structure has been observed in MgH. This
material has two different electronic bands and the tunnel spectra present two peaks at
+2.9 and+6 mV corresponding to two superconducting gaps, one for each band.

Concluding, a procedure to compare spectra at different positions has been given in
order to normalize out their overall intensity variations. It has been shown that a two-
peak structure is usually seen in the tunneling spectra of Bi2212. We have observed
that the two peaks presental2 meV separation and their intensity varies at an atomic
scale. We have ruled out different possible explanations for this two-peaks structure in the
tunneling spectra. Further detailed studies should be performed to clarify the conditions
for the double-peak structure apparition and to reveal their nature. This shows an example
of inter-atomic LDOS variations in HTS.
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Chapter 6

Low Temperature Spectroscopy in
BiQSrQCaQCu3010+5

We report the first low temperature scanning tunnelling microscopy and spectroscopy
study of high quality BiSr,CaCuw 0, s single crystals. We present atomic resolution
and show spectroscopic data acquired on different samples. The samples have been an-
nealed yielding various doping concentrations from optimum to strongly under-doped
samples. In one case, fér = 109 K and a transition width of only 1 K, we obtained an
extremely homogeneous sample witj = 60 meV over at least 50 nm. We evidence
strong similarities with BiSr,CaCuyOg, s and discuss the doping level of our samples.

6.1 Introduction

The trilayer cuprate BEr,CaCuw 0,4, s (Bi2223) attracted a strong interest due to its
high critical temperatur@™** = 111 K and its potential for applications. However, the
difficulty in synthesizing large sized single-phase crystals significantly impeded the study
of fundamental properties. Very recently the effort in developing new crystal growth pro-
cesses was rewarded by a successful production of homogeneous high quality Bi2223
single crystals 141], thus opening the door to scanning tunnelling spectroscopy (STS)
investigations. The determination of the intrinsic superconducting properties of this tri-
layer compound is of crucial importance for the determination of the generic features and
behaviors of Bismuth based cuprates and more generally in the quest of the understanding
of high-T,. superconductivity.

In this chapter, we present the first low temperature STS study of high quality Bi2223
single crystals. We investigate the spatial dependence of the local density of states (LDOS)
in three different samples and discuss parallels with the parent double layer compound
Bi,Sr,CaCyOg, 5 (Bi2212).

85
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6.2 General Sample Characteristics

We studied three Bi2223 single crystals grown by the travelling solvent floating zone
method [L47], which were post-annealed under different conditions. All the samples used
in this chapter were grown by Alexandre Piriou and Enrico Giannini, the post-annealing
treatments and sample characterization were performed by Alexandre Piriou. They were
annealed ai00°C at different partial oxygen pressures. The critical temperatures obtained
varied between 104 and 111 K, measuredibygusceptibility. The magnitude of the su-
perconducting transition widths, also measured by this method, was used as a selective
criterion for the samples to be studied in the STM. The samples chosen to be measured
with STM had the smallest transition widths which should indicate their degree of homo-
geneity. We present measurements on three sampl8sandC' with 7, = 109, 111 and
104 K, respectively. The measurements were obtained using a home-built scanning tun-
nelling microscope which operates under ultrahigh vacuum and low temperataggs [
They were performed in collaboration with Martin Kugler. The vacuum tunnel junctions
were made between the in-situ cleaved Bi2223 (001) surface and an electrochemically
etched iridium tip mounted perpendicular to the sample surface. All spectra were ob-
tained at 1.8 K and zero magnetic field with tunnelling resistances ranging between 0.5
and 1 G).

6.3 Zero-Field Spectroscopy

6.3.1 Tunnel junction characterization

In Fig. 6.3.1a we present a topographic scan showing atomic resolution. We further
observe a 26} supermodulation along the-axis which is also seen in Bi2201.43
and Bi2212 [ 35 where it is attributed to extra oxygen in the BiO planég4]. In
Fig. 6.3.1b we show a typical VV-curve and its corresponding differential conductance.
The I'V-characteristic clearly shows a metallic-like background over a large energy range
and the existence of a cledrwave gap at the Fermi level. The differential tunnelling
conductance presents well-developed coherence peak4 atv 56 meV and clear dip-
hump structures which appear asymmetrically on both sides of the Fermi level. These
features are consistent with Bi22123[, 9], where the broad hump observed at negative
bias has been related to a van Hove singulaity.|

A true vacuum tunneling junction is indicated by a scaling of the spectra with the
tunneling resistance. In constant-current mode, the tunneling resistancdetermined
by the tunneling current and the bias voltage regulation, R, = V;/I. In Fig. 6.3.24,
we show a set of spectra measured at different tunneling resistances, when the spectra are
normalized to the correspondirg values (Fig.6.3.2), they lie on top of one another
which indicates a vacuum tunneling junction. Deviations at negative bias are possibly due
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Figure 6.3.1: (a) Topographic image of in-situ cleaved Bi2223 obtained under UHV at
1.8K (I=0.8nA, V,=0.6V). Thel3 x 13 nn? inset shows the 28 supermodulation. (b)
Typical IV-curve and correspondingl/ /dV spectrum acquired on samplg at 1.8K
(R=1G).

to electrostatic effects on the junction which destabilizes it.

In tunneling regime, an exponential dependence of the tunneling current on the tip-
sample distance is usually assumed. This assumption allowed us to obtain a simple ex-
pression for the tunneling currehtx e~2¢v®42_ |n this way, the apparent barrier height
® 4 can be directly determined from the tunnel current dependence on the vertical tip
position. More precisely, the apparent barrier heightis [69]

(6.3.1)

dln11?
@A(eV):O.QSZ[ - 1 .

dz(A)

where® 4 is obtained in eV when the displacement is measured4n In Fig. 6.3.3 we

show the tunneling current variation (full lines) with the tip-sample distance measured in
constant-current mode. By performing an exponential fit, we obtain an apparent barrier
height® 4, = 4.44 eV. However, we observe that this value changes with the tunnel current
resistance and thereby with the initial tip position. By changing the tunnel resistance from
0.66 to 2 G2 we determine a mean barrier heigh = 4.00 & 0.5 eV. This allows us

to safely conclude that in the typical regulation voltage ugeel 0.6 V, we are in the
tunneling regime since; < ® 4.
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Figure 6.3.2: (a) 10 spectra measured in constant current mode at different tunnel resis-
tancesR,, taken by varying the regulation tunnel currémitetweert.1 andl nA, V;=0.6V.
(b) Same spectra as (a) but normalizedzto The spectra were acquired in sample B.

6.3.2 Correlation between transition widths and inhomogeneity

The power of STS lies in the ability to investigate the spatial dependence of the LDOS.
Recently, much attention has been paid to the question of whether the electronic struc-
ture of high7’,. cuprates is intrinsically inhomogeneous at the nanometer scaig ¢r
if long range homogeneity of the spectral signature can be obtained. In fact, for over-
doped Bi2212 it has been demonstrated that an appropriate crystal preparation yields ho-
mogeneous samplesq1]. A necessary, however not exclusive, criterium for sample
homogeneity is a sharp superconducting transition wislify 7. < 1% in susceptibility
measurements. Narrower transition widths are obtained by annealing the as-grown sam-
ples. In the annealing process the temperature is usually set i€ 0@ the oxygen
partial pressure is varied. Indeed, the critical temperature in Bi2223 system can be tuned
by controlling the oxygen pressure in the annealing atmosphere. In this way, the criti-
cal temperature in Bi2223 can be easily varied between 104 and 111 K which represents
small changes. Indeed, under the same annealing conditions the parent compound Bi2212
presentd variations of several tenths of degrees.

In this section, we present STS measurements performed in sarplesindC' an-
nealed at00°C and at 100, 20 and 0.001 bar of oxygen pressure respectivéty. [
In Fig. 6.3.4we compare traces of equidistant spectra acquired along a line on the sur-
faces of sampled, B andC respectively. As anticipated by the sharp transition width
AT/T. = 0.9%, sampleA shows an extremely high homogeneity, as demonstrated by
the gap distribution in Fig6.3.5a: the standard deviatianis of only 3 meV for a mean
gapA, = 60 meV. In contrast, sampl&, with AT/T, = 1.5%, shows a much broader
distributions = 7 meV andA, = 45 meV. Finally, sampleC with AT/T, = 2.4%,
shows a gap distribution = 13 for a mean gap\, = 76. This behavior is consistent
with the empirical criterium mentioned above and demonstrates that homogeneity can be



6.3. Zero-Field Spectroscopy 89

a) 02l b) 013534 En ()= (20.7+ 0.1) + (2.16 £ 0.01 E
0.04979 £ ]
001832} 1
) 000674 | 3
c O01f
N
— 0.00248 | ]
9.11882E4 ]
3.35463E4 | ]
00 - -

-1 -10 -13 12 -11 -10

-12
z (A) z (A)

-13

Figure 6.3.3: (a) Tunnel curreditdependence on the vertical tip position(b) Natural
logarithmic scale of the tunnel current vs. thaisplacement of the tip showing the
exponential behavior. The dashed line corresponds to a linéa(fi} = I, + xz giving
an apparent barrier heigfity = 4.4 eV. (V, = 0.6 V, I = 0.3 nA)

obtained on Bi2223 over a range of at least 50 nm. Note the spatial reproducibility of
the background conductance outside the peak-dip-hump structure for both traces, which
is characteristic for a stable vacuum tunnelling junction.

Fig. 6.3.5indicates that a correlation exists between the gap dispersion and the su-
perconducting transition width which indicates that the transition width could be a good
parameter to identify more homogeneous samples. Although, the observed increasing
of the gap dispersion for the three samples could not only be due to the increase of the
transition widths, but also due to a different doping concentration, where its effect could
be ruled out by studying the correlation between the gap distribution and the transition
widths keeping constant the doping concentration. This indicates that in future work, a
systematic study of the interplay between the doping, the oxygen distribution and the lo-
cal variations of the spectra would allow to determine if a non-uniform spatial distribution
of the oxygen is the principal cause for the spectral inhomogeneities.

6.3.3 Doping evolution of the spectra

The doping relatiorf.(p) of Bi2223 has not been established yet. However, various
observations point out that.(p) could deviate from the generic dome shaped relation by
Preslandet al. [6]. Indeed, the doping dependence has been studied by other methods
suggesting a large plateau with = 7. ,,,,, in the overdoped phase46, 147]. Further-
more, it has been found that thé of Bi2223 is far less sensitive to oxygen doping than
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Figure 6.3.4: (a) Trace of 201 spectra along 50nm line on sam@el.8K ((=0.6nA,
V;=0.3V). (b) Trace of 201 spectra along 100nm line on saniplat 1.8K (/=0.6nA,
V;=0.6V). (c) Trace of 151 spectra along 30nm line on saniplat 1.8K (=0.6nA,
V;=0.6V).

the corresponding one for Bi2212 since upon post-annealing only small variatiGis of
are achieved, even with high oxygen pressure treatmeit}. [In that respect it is strik-
ing that for a variation of onlg% of T.. we observe a gap variation of ab@st; between
sampleA andB.

Two observations allow us to tentatively assign sample3 andC' as being under-
doped, optimally doped and strongly underdoped, respectively. First, the gap magnitude
is larger in sampled than in B. Assuming that the gap falls monotonically with in-
creasing doping, as established for Bi22%2,[. 48 and suggested for Bi2223 hyaxis
conductance experiments]/], this indicates that samplé has a lower hole content than
B. Second, for sampl®& we haveT,. = T. ..., Which is characteristic for optimally or
possibly overdoped samples/.

This conclusion is corroborated by a careful comparison of the background conduc-
tance in Bi2212 and Bi2223 spectra. Various tunneling experiments on Bi2212 revealed
that the background conductance outside the gap is asymmetric and varies with dop-
ing [98, 9], the strongest effect occurring below the Fermi level. The background slope
taken reasonably far from the Fermi level and the dip-hump structire: (—200 meV),
is positive for overdoped samples, about zero for optimal doping and negative for the un-
derdoped case as illustrated in the top panel of £i§.6 In Bi2212, this observation
could be due to a broad van Hove singularity at negative bias that shifts away from the
Fermi level ag decreases/[)] or possibly the increase of strong correlation effects with
underdoping 12, 11, 10]. In the lower panel of Fig6.3.6 we show the average spec-
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Figure 6.3.6: Comparison of the LDOS doping dependence in Bi2212 (&dj.4nd
Bi2223. All spectra have been normalized to the background conductahge3®0meV
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Figure 6.3.7: Average spectra corresponding to energy intervals of the gap distribution of
sampleB (see Fig.6.3.5. The shaded energy interval indicates where the background
has been linearly fitted to determine the slepeThe inset shows the relation between
the background slope &t=-200meV andA,. Open symbols correspond to the average
spectra shown in the bottom of Fig.3.6 Not all the average spectra obtained are shown
for figure clarity.

tra of the traces on sampl¢, B andC. Focusing on the background slope at negative
bias shows a striking similarity between underdoped Bi2212 and sampdesliC', and
respectively between optimally doped Bi2212 and saniple

We now turn to the analysis of the LDOS variations observed along the trace of sample
B. Fig.6.3.7displays the average spectra corresponding to the energy intervals of the gap
distribution shown in Fig6.3.5 The systematic decrease of the coherence peak intensity
with increasing gap magnitude and the corresponding dip-hump shift, are strikingly sim-
ilar to what is observed in Bi2212 when reducing the dopihg2[21]. Furthermore, for
each spectrum we again determined the stope-200 meV which appears to depend lin-
early on the gap magnitude (see Fég3.7inset). In addition the sign change of the slope
occurs at what is believed to be optimal doping. With the tentative background versus
doping relation discussed above, it is therefore possible to interpret the spatially varying
LDOS in less homogeneous samples as being related to a local variation of doping, as
reported in Bi2212104].

In summary, we have shown the first STS study on Bi2223 single crystals. Atomic
resolution as well as the characteristic supermodulation have been observed. One sam-
ple with a transition width of onhAT /T, = 0.9% exhibits an extremely homogeneous
LDOS. The LDOS features, i.e. thlewave spectral shape, strong coherence peaks and the
existence of a dip-hump structure, as well as the various LDOS on the surface of a less ho-
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mogeneous sample, show striking similarity with Bi2212. Using the doping dependence
of the gap and background conductance in Bi2212 as a template, we made a qualitative
estimate of the doping level in our samples. We further observed a linear dependence and
sign change of the slope of the background as a function of the gap magnitude.

6.4 Nanoscale variations of the spectra

Usually, microscopic spectral variations are observed in the parent compound Bi2212.
The existence of such variations in Bi2223 can already be observed in the spectral traces
shown in Fig.6.3.5 In this section we discuss the spectral variations observed in a very
inhomogeneous sample of Bi2223.

The sample was grown by the travelling solvent flux zone method by Alexandre Piriou
and Enrico Giannini I50]. The as-grown sample was annealed@°C in vacuum
P = 107 bar, resulting in a non-superconducting sample. The same sample is then
annealed again &00°C and400 bar of oxygen partial pressure, giving a superconducting
transition7, = 108 K [145. It was initially believed that this procedure should yield
more homogeneous samples, however this is not always the case. Furthermore, this sam-
ple yields a non-uniform gap distribution with a standard deviation 10 meV.

In Fig. 6.4.1a, we show the spatial variations of the gap im6ax 16 nn? region.
The gap magnitudé\, at each position was determined from the maximum value of
the tunnel conductance at negative bis and positive bias\,” between+120 mV:
A, = (AF — A)/2. The lowest gap value observedsis meV. For gap values bigger
than~ 80 meV the spectra do not present well-developed peaks at both bias polariza-
tions, which makes it difficult to determine the gap. The spectra with gap values larger
than 100 meV are shown as black regions in Fig4.1a. We have selected five typi-
cal spectra from Fig6.4.1a, numbered from 1 to 5, in order to display a characteristic
spectrum from different regions with similar gap amplitude. The corresponding spectra
are shown in Fig.6.4.1b. This figure shows that as the gap increases, the height of the
coherence peaks decreases being their width almost constant. For the spectra with gap
values bigger than- 80 meV, no clear coherence peaks can be determined at both bias
polarities. Such spectra are measured near dark regions. As an example, the spectrum
measured near the position numbered by 1 in Bgt.1a is shown in Fig.6.4.1b. We
observe that it only presents a positive coherence peél atV, with the negative co-
herence peak suppressed. Similar spectra have been observed in Bi2212 where they were
attributed to the existence of pseudogap regions bé&lgvassociated with a low doping
concentration in these areas. Thus, we tentatively associate the dark regionod Aay.
with the pseudogap, although pseudogap spectra alidvave not yet been measured in
this material.

The spectrum associated to the pseudogap regions present a kink only at positive bias
voltage. The kink is found at- 30 meV for the spectra with a peak at 90 meV. In
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Bi2212, a kink has been also seemat2 meV in a spectrum with coherence peaks at
+50 meV. Up to now, it is not clear which is the origin of the kink. It could be related to
the localized states in the vortex cores, however further studies are needed to clarify this.

In Bi2212, a spatial anti-correlation between the gap amplitude and the height of the
coherence peaks has been observed. In the case of Bi2228,. #ifp already indicates
that a similar behavior exists. In order to better study this, we compare the spatial vari-
ation of the gap magnitude with the corresponding peak height. &i{Ic shows the
energy position of the coherence peak at positive Bigsand Fig. 6.4.1d displays the
spatial variation of the conductance intensity at this endigy/V'(A;"). By comparing
Figs 6.4.1b and c, we conclude that an anti-correlation between these two magnitudes
also exists in Bi2223. Regions with small gap values correspond to regions with high
coherence peaks and viceversa.

The existence of regions where the negative coherence peak is suppressed can affect
the statistical analysis of the gap distribution. The statistical distribution of the gap at
positiveA " and negative biad is shown in Fig 6.4.%e. The distribution at negative bias
presents a large number of counts @ meV due to the absence of negative coherence
peaks in the spectra for gap values around this energy. When negative coherence peaks
do not exist, the maximum of the tunnel conductance at negative erejgywas set
to —95 meV giving an increase in the statistical count. The spectra with no negative
coherence peaks have been associated with pseudogap-like spectra and we thus attribute
this peak to the existence of pseudogap regions. Each distribution was fitted using a
Gaussian function. At positive bias the Gaussian is center@:at: 82 meV with

standard deviation{ = 12 meV;, at negative bias it yields a mean ng = —74 meV
with standard deviation; = 12 meV. This gives a mean gap, = 78 meV.

In order to observe how the gap varies along a spectral trace, we pregedtifna
spectral trace along 100 nm represented as a color-coded image. Well developed coher-
ence peaks are displayed as bright areas aratiitdmV. We observe that their energy
position varies along the trace being this energy variation consistent with the dispersion
of the gap observed in the gap map. Finally, we observe that the tunnel conductance is
uniform aroundt200 mV, which is characteristic of a vacuum tunnel junction.

In this section, we have measured a particular inhomogeneous Bi2223 sample in order
to study the trends in the Bi2223 spectra. In the studied area, superconducting spectra
with well developed peaks have been observed together with spectra presenting only a
peak at positive bias. The regions presenting the last kind of spectra have been tentatively
assigned to pseudogap regions. These spectra also shows a kink only at positive bias
voltages. Finally, a statistical analysis allows us to assign a mearhgap 78 meV to
this area.
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Figure 6.4.1: (al)6 x 16 nm? gap map in Bi2223, the gap magnitudes bigger titmmeV

has been set to meV giving the dark areas. (b) Different spectra taken in the numbered
regions of a). (c) Positive peak positidy]” spatial distribution. (d) Spatial variation of

the tunnel conductance at the positive peak positiofal’ (A). (e) Gap statistics of the
region shown in a). (f) Spectral trace along 100 nm of 201 spectra. The tunnel conditions
areV; = 0.6V, I =0.6 nA.
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Figure 6.5.1: Tunneling spectra measured every 2 nm along a 60 nm path at 2 K, 6T and
R; = 1 GX). The spectra are displaced vertically as a function of scan distance for clarity.

6.5 Tunneling spectra in a magnetic field

We have not imaged the vortex lattice by spatially resolved tunneling spectroscopy
on Bi,SKLCa&Cw 0,05 In the mixed state. Consequently, we could not probe the core
states and the associated spatial modulations. The large spatial variations of the spectra
and the small vortex core siz€ ¢ 1 nm) are among the reasons for this failure. More
homogeneous samples of this material suitable for vortex core spectroscopy are needed
in this material and current efforts are concentrated on improving sample homogeneity.

The spectra measured in a magnetic field exhibit the same features as those measured
in the Meissner state. A spectral trace measured under &fietd7" is shown in6.5.1 It
presents a constant conductance background beyand mV consistent with a vacuum
tunneling junction. The spectra havd/ashape near zero bias with coherence peaks at
A, ~ £60 meV.
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To conclude, microscopic variations of the spectra have been observed. In particu-
lar regions with "pseudogap”-like spectra have been identified. Similar phenomena have
been previously observed in underdoped Bi2212 samples. The vortex core lattice has not
been successfully imaged possibly due to LDOS inhomogeneities in the samples. No dif-
ference was observed between the tunneling spectra measured in zero magnetic field and
at6T. In the future, tunneling spectroscopy studies under magnetic field in Bi2223 will be
important since in Bi2212 the vortex core states are linked to a fourfold modulation.
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Chapter 7

Spectral Form

A statistical analysis of the spectra measured inSBICaCuyOsg,s (Bi2212) and
Bi,SrCaCuw 0, s (Bi2223) allows us to discuss their similarities and differences. Based
on this analysis, reproducible spectral characteristics of spectra with same gap values are
obtained. We also discuss the evolution in the form of the spectra when the gap increases.
In particular, we find out a linear decrease of the background slaged the energy po-
sition of the dip relative to the gap,, — A, with A,. Finally, a spectrum of Bi2223
with A, = 45 meV present similar spectral characteristics to a spectrum of Bi2212 with
A, = 36 meV.

7.1 Form of the spectra in BpSr,CaCu,Og_ 4

We present tunneling spectroscopy measurements performeg3nGaCuyOs., 5
(Bi2212) single crystals from two different sources. A sample coded "MPBO0” was grown
by melting zone methodlp1]. The as-grown sample was annealed@i° in a 15 bar
oxygen overpressure atmosphere yielding a superconducting trarigitien85 K. The
coded samples "PP” were grown by travelling solvent flux zone method.[ The as-
grown samples were annealed>a0°C at 15 bar oxygen atmosphere. The two samples
"PP1C” and "PP3B” have similar critical temperaturEs= 79 and 78 K, respectively.
Therefore, samples from the same source when they are annealed under the same condi-
tions yield similar critical temperatures.

These samples were cleaved at room temperature in ultra-high vacuum conditions. The
low temperature STM measurements (2 K) were performed between the (001) surface and
an Ir tip. These measurements were performed in collaboration with Yanina Fasano.

Fig. 7.1.1shows spectral traces measured in these three samples: MPBO, PP1C and
PP3B. A reproducible background conductance beyamdd mV indicates a vacuum
tunneling junction between the (001) surface and the Ir tip. This is confirmed by the
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scaling of the tunneling spectra with the tunnel resistaRge The traces were taken
along distances that varied between 10 and 50 nm. A statistical analysis of the traces
yields the following mean gap value&;, = 52, 36 and 46 meV with respective standard
deviationss = 9, 7 and 11 meV for the samples wiil) = 85, 79 and 78 K, respectively.

We first observed there is not a direct correspondence between the meAn gag the
critical temperaturd’,.. Furthermore, the standard deviation of the gais not related

to the transition widthA7, as it was previously reported in Bi2223. A local doping
concentration different from the rest of the sample could explain these discrepancies, may
be due to their different quality.

Each spectral trace presents a distribution of superconducting gaps. In order to average
out small variations of the local tunnel conductance, a mean tunnel conductance was
obtained by averaging the spectra presenting similar gap amplitudes:

®).-3.5 @

v ), N Narwill av )\’

whereN is the number of spectra averaged between the intéryal e andA, + €. Since

we are interested in the most robust features of the averaged tunneling spectra, we only
consider mean spectra with > 10. The resulting averaged spectra are plotted in Figs
7.1.1((d), (e) and (f) with respective energy intervals- 4, 2 and 4 mV, corresponding

to samples MPBO, PP1C and PP3B, respectively.

All averaged spectra present an asymmetric background conductan&g at 150
mV which increases with the gap\(). They present a dip between 80 and 100 mV
which is much more pronounce at negative bias voltage. At positive bias, the dip fades
away withA,,. Also, the coherence peak height decreases WjthThe spectra with gap
values lower than 40 meV have coherence peaks at positive energy lower than the corre-
sponding one at negative energy. Their asymmetry decreases as the gap increases, being
rather symmetric around 45 meV. As the gap increases above meV, the coherence
peak at negative energy becomes lower than at positive energy. This trend is opposite to
the increase of the background conductance wifh Around the zero bias, the spectra
present d/-shape with very little spectral variations.

By averaging the spectra that present similar gap values, we presume that the physical
parameter which determines the gap, also determines the overall form of the spectra. In
order to verify this, we show in Fig/.1.2all the selected spectra which were averaged to
obtain the mean spectra with, = 36 meV. In the case of the spectral trace measured in
the MPBO sample, the selected spectra have the same tunneling conductance at energies
| £ |> 100 meV and| E |< 20 meV. They present a dip feature located aroGfd
mV with similar asymmetries of the coherence peaks, albeit their peak height varies from
one to another spectra. Regarding samples PP1C and PP3B, bigger spectral variations
are observed on the spectral traces (Fig4d..2a and (b), respetively). In particular, the
background conductance varies significatively in some spectra and the coherence peaks
usually present several peaks. However, they also present similarities; the dip feature is
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Figure 7.1.1: (a) 201 spectra taken along 20 nm on MPBO sanipte (0.6 nA, V; = 0.6

V. (b) 201 spectra taken along 50 nm on PP1C sampte.0.6 nA, V; = 0.6 V. (c) 101
spectra taken along 10 nm on PP3B samgle= 0.6 nA, V;, = 0.6 V. (d), (e) and (f)
Averaged spectra with different gap values from the spectral traces shown in (a), (b) and
(c), respectively. The spectra are vertically displaced for clarity.
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located at a similar energy in all spectra obtained from the same spectral trace, being at
68 and76 mV for the corresponding traces taken on PP1C and PP3B samples.

MPBO PP1C PP3B
A=36meV (\A’f]ﬁi
5
| :’\\/\//\//\/\\\E
-gOO -100 0 100 200 0 -100 0 100 200 ? -100 0 100 200
v, (mV) v, (mV) V. (mV)

Figure 7.1.2: (a), (b) and (c) present selected spectra obtain from the traces shown in Fig.
7.1.1a, b and c, respectively. The selected spectra have a gap magaijude36 meV
and they are vertically displaced for clarity.

The mean spectra with,, = 36 meV are shown in Fig7.1.3 In order to compare
them, the spectra were normalized to give a tunneling conductance ar@if®g = 300
mV. We observe that they do not fall into one universal spectrum, however they present
similar spectral characteristics. They all hav® ashape behavior near zero bias with
asymmetric coherence peaks being the positive energy peak lower than the corresponding
one at negative energy. The dips are clearly seen at negative bias and they have simi-
lar energy positions and depths. The slepef the conductance at, = —200 mV is
~ 0. The differences in these spectra could be attributed to different background conduc-
tances which clearly affects more the occupied states than the empty states. This could
be possibly due to strong correlation effects,[L1, 10] which are different for different
samples and it shows that the background is not only determined by the same parameter
that controls the gap.

It was reported that the gap magnitude decreases linearly with doping (see §e®tion
Thus, the physical parameter that produces the local variations of the gap is most probably
the local doping concentration. Therefore, by selecting all spectra with a similar gap, we
are choosing the spectra with similar doping concentrations. Besides the gap variations,
the background also changes with doping. In particular, the backgroundsidpenges
sign at optimal doping. Thus, a linear dependence @fith the gapA, is expected if
we assume that both parameters are determined by the doping concentratiahl Bag.
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Figure 7.1.3: Averaged spectra wit), = 36 meV for the different traces MPBO, PP1C
and PP3B. The spectra were normalize to gifgdV ~ 1 atV, = 300 mV.

plots the background slope as function/®f. The background slope was taken at a bias
voltageV, ~ —200 mV which is reasonably far from the Fermi level and the dip-hump
structure. Arather linear relation is obtained betweemdA , giving o ~ 0 for A, ~ 36
meV.

In section2.3.2 we associated the dip feature to a coupling of Bogoliubov quasipar-
ticles with a collective mode. The dip position relative to the dagp, — A, gives an
estimate of the collective mode energy which is plotted in Fid.4 as a function of the
gap. Possible candidates of the collective mode are the 41-meV resonance mode and the
B, symmetry phonond(]. The 41-meV resonance mode has been extensively studied
with the inelastic neutrons scattering technique (INS). It was deduced that this mode fol-
lows E, ~ 5.4kgT,. from INS data: when the gap increases, its energy decreases in the
underdoped region and increases in the overdoped region? High shows that our data
are consistent with INS experiments in the underdoped regidn [

Concluding, in this section we have discussed the overall form of the tunneling spectra
in the Bi2212 material. We have shown that reproducible spectral information can be
extracted from averaged spectra on different samples. In particular, a linear decrease of
the background slope and the collective mode wtjwas observed.
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Figure 7.1.4: (a) Background slopetaken atV, = —200 mV versus the gap magnitude
A,. (b) Absolute energy position of the dip feature relative to the Bgp — A, versus
the gapA,. The values were extracted from all mean spectra shown in#Fig$d, e and
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f. The spectra were normalized to the corresponding tunneling resistance.
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7.2 Form of the spectra in BLSr,Ca,CusOy.s

In the previous section we have obtained average spectra from different samples in
Bi2212. We have shown that reproducible spectral information can be obtained in this
way. An analysis of the evolution of the spectral features has given a systematic decrease
of the background slope and of the estimated collective mode enesyy, = Eq;, — A,
with the gap. In order to compare these findings in Bi2212 with possible systematics in
Bi2223, we proceed to a similar analysis of the spectral traces taken in the last material. In
Fig. 6.3.4 we have shown three spectral traces taken in different samples of the Bi2223
compound. As it was discussed in Sect®B.3 a different doping concentration was
assigned to each sample.

b) Sample A”

Sample B

Sample C

%007 500 100 0100 200300 300300 1000”106 500 300

V, (mV) V, (mV)

Figure 7.2.1: Mean spectra obtained from the spectral traces in (a) samples B and (b) in
samples A and C. The corresponding spectral traces are shown i6.Big. The spectra
have been displaced vertically for clarity.

In order to obtain the most robust features, we only consider average spectra where
more than 10 conductance curves have been averaged. 117 Rda, we show the so
obtained spectra corresponding to sample B (see €i8.4). The same analysis was
performed on the spectral traces measured on samples A and C (se@.F#y. The
resulting averaged spectra are shown in Fig.1b. The gap magnitude varies between
36 and 84 meV where a cle&i-shape form of the conductance is observed around zero
bias for the spectra with, < 73 meV. The spectra with gap values bigger than 76 meV
present a kink aroung 50 mV. In Bi2212, the highest gap value reported in literature is
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62 meV 21, 70,153.

In Fig. 7.2.1, we observe a systematic evolution of different spectral features as the
gap increases:

e The height of the coherence peaks decreases.
e The width of the coherence peaks seems to be almost constant.

e The asymmetry of the coherence peak height changes. The peak at positive bias is
lower than at negative bias fdx, < 44 meV. When the gap is between 44 and 58
meV, both coherence have similar height. Finally, fgy > 58 meV, the peak at
negative bias is lower than the corresponding one at positive bias.

e The depth of the dip at negative bias decreases following apparently the decrease of
the coherence peaks height.

e The hump only observed on Fig.2.1a smears out.

15

»
«

2

10

»- >

T
T

.

@%

0 1 1 1 1 N 1 L 1 Il 1 1
-300 200 100 O 100 200 300 -200 -100 O 100 200 300 -200-100 O 100 200 300
V_(mV V, (mV) V. (mV)

Figure 7.2.2: Spectra used to obtain averaged spectra/wittguals to (a) 60 meV, (b)

45 meV and (c) 76 meV corresponding to the respective spectral traces taken on samples
A, B and C which are shown in Fig.3.4 The spectra have been displaced vertically for
clarity. The line signals the energy position of the dip.

There is an important difference between the spectra on sample B and of samples A and
C. The spectra on sample B (see FiR2.1a) present a different background conductance
than the corresponding one for samples A and C (see/2glb). The background of the
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latter is asymmetric with respect to the bias potential, however the former is rather flat. A
possible origin for this difference could be different strong-correlations effezfs1,10].

The asymmetric background conductance shown in Fig.1b could hidden the details

of the dip-hump structure.
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Figure 7.2.3: (a) Background slopetaken atl’; = —200 mV versus the gap magnitude

A,. (b) Absolute energy position of the dip feature relative to the Bigp — A, versus

the gapA,. Closed (open) symbols correspond to the values extracted from all average
spectra for Bi2223 (Bi2212) system which are shown in Fig.1(7.1.1). The data coded
OP111, UD109 and UD104 were obtained from the spectra measured on samples B, A
and C, respectively. Each spectral trace was normalized talgiud” ~ 1 atV; = 300

mV.

We have described the variations of the form of averaged spectra with different gap
magnitudes. We concentrate next on which are the spectral variations of the curves with
same gap. In Fig7.2.2 we show spectra with same gap values extracted from the respec-
tive spectral traces, previously shown in Fig3.4 These spectra were used to obtain the
averaged spectra with,, equals to 60, 45 and 76 meV, respectively. We observe that the
spectral form is fairly reproducible: the dip position, the peaks asymmetry and the back-
ground conductance are almost the same. Big variations are observed in the peak height
and on the depth of the dip which should indicate a relation between this two magnitudes.
Indeed, the spectra with higher peaks present stronger dip-hump features. Finally, it is
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important to remark that all spectra with, = 76 meV (see Fig.7.2.Z) present a kink
around 60 mV.

We concentrate next on the evolution wily of a) the background slopeand b) the
energy position of the dip. In Bi2212, the former was related to the doping concentration
and the latter to the collective mode energy. These two magnitudes are extracted from
the average spectra and are plotted in Fige.3 For sample B, we have verified that
the values obtained from the average spectra equals the average of the values extracted
from each single spectra within the errors. The error of the slopes determined to be
about+0.4 in general. The energy position of the dip is determined with an errear2of
meV. For comparison purposes, we also plot the corresponding values for Bi2212 system
in Fig. 7.2.3

The fact that samples A and C have a different form of the background than sample
B is reflected in Fig.7.2.3. In both cases the increase of the asymmetry of the back-
ground with the gap gives an approximative linear decrease of the slodewever the
extrapolated gap value whetie= 0 is different for samples A and C than for sample B,
being approximatively 18 meV for the former and equal to 44 meV for sample B. A pos-
sible explanation for this difference could be that they have a different effective doping
concentration.

The energy position of the dip with respect to the dap, — A, decreases with\,
giving an estimated value for the collective mode energy about 36 meV wWhen 45
meV. A similar decrease is observed for the Bi2212 samples where itgiyes A, ~ 36
meV whenA, ~ 36 meV. Furthermore, we find that sample B present a similar evolution
of these spectral parameters than Bi2212 samples, at least near optimal doping. Indeed,
Fig. 7.2.4shows an averaged spectrum wil) = 36 meV corresponding to the MPBO
sample and another one with, = 45 meV corresponding to the sample B. When the
spectra are normalized to give a conductastall ~ 1 atV, = 150 mV, both spectra
present similar coherence peaks height with equal peaks asymmetry. Also, the energy
position of the dip relative to the coherence peak at negative bias is the same for both
spectra, being the dip more profound in Bi2223 than in Bi2212 spectrum.
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Figure 7.2.4: Averaged spectrum wiff), = 36 meV (A, = 45 meV) corresponding to
sample MPBO (B) measured on the Bi2212 (Bi2223) system.
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Chapter 8

Scanning Tunneling Spectra on HTS:
The interplay of the gap, the bosonic
mode and the van Hove singularity

In two dimensions the non-interacting density of states displays a van Hove singularity
(VHS) which introduces an intrinsic electron-hole asymmetry, absent in three dimensions.
We show that due to this VHS the strong-coupling analysis of tunneling spectra ifhigh-
superconductors must be reconsidered. Based on a microscopic model which reproduces
the experimental data with great accuracy, we elucidate the peculiar role played by the
VHS in shaping the tunneling spectra, and show that more conventional analysis of strong-
coupling effects can lead to severe errors.

8.1 Introduction

Scanning tunneling spectroscopy of Bi-based cuprate higduperconductors (HTS)
shows ad-wave gap and a strong dip-hump feature which is nearly always stronger for
occupied than for empty statesy. It has been proposed that the dip-hump structure re-
sults from the interaction of electrons with a collective madg,[but the dip asymmetry
has not received an explanation so far. Indeed such a coupling leads to electron-hole sym-
metric spectra in classical superconductars P9, 30]. The dip-hump was also observed
by photoemission, but in those experiments it is not possible to probe the electron-hole
asymmetry. Sometimes photoemission spectra are even symmelrizgdhus ignoring
the relevance of the asymmetry seen in tunneling. The fact that in two dimensions the
density of states (DOS) has a prominent van Hove singularity (VHS), unlike in 3D, intro-
duces naturally an asymmetry and thereby modifies the strong-coupling analysis and the
corresponding determination of the collective mode frequency in an essential way.

Photoemission experiments have provided a detailed account of the band structure in

111
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cuprates §0,27,155. In agreement with early calculationsZ], the band crossing the
Fermi level presents a saddle point leading to a logarithmic VHS in the DOS. The scan-
ning tunneling microscope (STM) is the ideal tool to look for such singularities, since
under suitable conditions it probes directly the DOS with meV resolutigi) T0]. Up to

now, however, there has been no report of a direct STM observation of the VHS in HTS
materials, neither in the normal nor in the superconducting state. Previous interpretations
of the missing VHS invoked the tunneling matrix element{, 157] in planar junctions,

it is indeed believed that the DOS features in the direction normal to the junction are
hidden due to a cancellation with the electron velocity, and that the DOS in the plane of
the junction does not show up due to focalization effe¢i=]. These two mechanisms
cannot explain the absence of VHScaxis STM/HTS tunnel junctions: the HTS mate-
rials with a quasi two-dimensional electronic structure have virtually no dispersion in the
tunneling direction, and the STM junction, owing to its microscopic size, is qualitatively
different from a planar junction and is characterized by a specific matrix element which
may not lead to focalization effects,[5]. Besides, the ability of the STM to probe DOS
singularities was recently demonstrated in carbon nanotubiek [

The solution to this puzzle lies in the coupling to collective modes. Apart from in-
ducing the dip feature3p, 9], this coupling was also shown to effectively suppress the
VHS peak in STM spectral[]. Here we demonstrate that the interplay of the VHS and
the collective mode concludes the picture, providing a complete explanation of both the
missing VHS and the pronounced electron-hole asymmetries. Our conclusions are based
on a brute force fit of the STM spectra and a careful analysis of the model. The advantage
of this method is to allow for unambiguous determinations of relevant physical parame-
ters from the raw tunneling data, and to provide intuition about the relationship between
trends in the spectral features and parameter variations.

8.2 Accurate fit to an experimental spectrum

As a template material we studied the three-layer compouwfifia, Cu; O, 5 (Bi2223),
which has the highest. in the Bi-based family. Reproducible spectroscopy was re-
cently reported in single crystals of Bi2223 cleaweditu at room temperature (] (see
the spectra measured on sample B presented in Ch@jptdihe tunneling conductance
measured in UHV on an optimally-doped sample is shown in &ig.L The spectrum
presents the characterisfic shape ofd-wave superconductors, strong and asymmetric
coherence peaks, and an asymmetric dip-hump structure. We have deliberately selected
an optimally-doped sample displaying a flat background conductance up to high ener-
gies (inset in Fig8.2.1). For underdoped samples the spectra acquire an asymmetric
background, attributed to strong correlation effedts [.1, 17], which can conceal other
intrinsic asymmetries. By moving to optimal doping where this background is absent, we
can thus exclude that the observed asymmetries result from this type of correlations.
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Figure 8.2.1: Typical STM conductance of Bi222B & 111 K) atT = 2 K (dots). The

data is an average of several spectra taken at different positions on the same sample, and
having the same peak-to-peak gap = 38 meV. Error bars give the standard deviation

of this average. The inset shows the spectrum on a larger energy scale. Also shown
are three model predictions (see text): free-electrbnsve BCS (shadedy-wave BCS

with realistic dispersion including VHS (dashed line), aldiave BCS including VHS

and coupling to the magnetic resonance (full line). The total spectral weight in the energy
range of the figure is the same for all curves.
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For illustrative purposes, we plot in Fi§.2.1the prediction of a conventional free-
electrons BCS/-wave model (curve defined by the shaded aréa)6]. This model
fits the experimental data well at low energy (\,,/2), but fails to account for the vari-
ous features present at higher energy, in particular the asymmetry of the coherence peak
height. A much better description of the coherence peak height, width, and asymme-
try can be achieved by taking into account the actual band structure. At energies below
~ 200 meV a one-band model turns out to be sufficient. We consider the two-dimensional
lattice model;, = 2t;(cos k, + cos k) + 4t, cos k,, cos k, + 2t3(cos 2k, + cos2k,) — p
wheret; is the i-th neighbor hopping energy. For this dispersion the VHS lies at en-
ergyém = —4(ty — t3) — p corresponding to the saddle poikt= (7,0) = M. We
determined the parameters of the band through an unconstrained least-squares fit of the
whole spectrum in the inset of Fig§.2.], leading tot; = —882, t, = 239, t3 = —14,
and&y = —26 meV, as well as al-wave gapA, = 34.1 meV. It is very encouraging
that these numbers determined from nothing else than the STM tunneling conductance
lead to a Fermi surface in semi-quantitative agreement with the one measured by pho-
toemission 27]. In particular, the VHS lies below the Fermi energy as expected for a
hole-doped material. The resulting theoretical curve (&i8.1 dashed line) is very simi-
lar to the free-electron model at subgap energies, but performs much better up to an energy
slightly above the coherence peaks. The main effect of the VHS is to provide additional
spectral weight below the Fermi level and thus increase the height of the coherence peaks
at negative bias. Note that in the absence of broadening factgrthe VHS would be
visible as a secondary peak flanking the main coherence peak (s&3Fidpelow).

The “BCS plus VHS” model is nevertheless not satisfactory aldve- 2A,, where
it fails to reproduce the significant transfer of spectral weight from the dip to the hump,
which is strongest at negative bias in the experimental spectrum. Generically, such trans-
fers signal a strong coupling of the quasiparticles with a collective excitation, which leads
to enhanced damping of the former in a limited energy range, and to a simultaneous renor-
malization of the dispersion. In conventional superconductors, the electron-phonon cou-
pling is known to induce similar features, albeit much less pronounced, at biases related

to the phonon frequenciesd, 29, 3(]. A phonon-based interpretation of the dip-hump in
HTS has been revivified recentlg ], 32, 33, 34, 35, 36]. Another candidate is the famous
(m, ) magnetic excitationd7, 38, 9] commonly known as the “41 meV resonance”—

although its energy changes from one material to the other and also with varying dop-
ing [39). Coupling the quasiparticles to this collective mode yields a change of the elec-
tron self-energy which can be expressed to leading order in terms of the spin susceptibility
xs(g,w) [3€]. Using a parametrization of; as measured by inelastic neutron scattering,
Hoogenboonet al. showed that this model provides a very good description of the STM
spectra of Bi2212 at several dopings]. Apart from the band-structure parameters:

and thed-wave gap\, this model has 3 more parameters, namely the resonance energy
2, a characteristic length, ~ 2a which describes the spread of the collective mode
aroundg = (7, ) [38], and a coupling constat

In order to estimate these parameters we again performed a least-squares fit of the
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whole spectrum in the inset of Fi§.2.1, however keeping the'’s fixed to their values
determined previously. This procedure yiells = 33.9 meV andy = —42.4 meV,

as well a2, = 34.4 meV, in reasonable agreement with the properties of the magnetic
resonance measured in Bi2223]. The resulting theoretical spectrum matches our ex-
perimental data with amazing accuracy (R&g2.1, full line). In particular, the model
reproduces all of the asymmetries found experimentally between positive and negative
biases. We would like to stress that these asymmetries cannot be understood in models
which neglect the band structure, as, e.g., in Refs| dnd [£7]. The shape of the dip
minimum in the theory differs somewhat from experiment: we shall come back to this
below. Fits of similar quality have been obtained for many different spectra with gaps
varying fromA, = 36 to 54 meV.

8.3 Effects of the different parameters

The precise interpretation of the theoretical curve in Big.1seems complicated due
to the interplay of three similar energy scales: therave gapl,, the VHS energyy,
and the collective mode energy, all in the 30-40 meV range. Still, based on a care-
ful study of the model we can identify the origin of each structure in the spectrum, as
illustrated in Fig.8.3.1 The bare BCS DO%,(w) exhibits 5 singularities, namely:\
the V at zero energy resulting from tllewave gap; ) and ¢’) the coherence peaks at
negative and positive energiesy, andwy respectively); ¢) the VHS at energy-w. be-
low the coherence peak, and)(the weak echo of the VHS at energy due to the BCS
electron-hole mixing. The interaction with a collective mode leads to inelastic processes
in which a quasiparticle of momentuknand energw is scattered to a state with momen-
tum k — g and energyw — €2 through emission of a collective excitation with quantum
numbers(g, 2). The corresponding self-energy diagram is sketched in&81 If the
only excitation available is a sharp-in-energy mode, all singularitie¥ &) are mir-
rored in the self-energy, and exactly shifted by the mode en@igyHence the DOS
N(w) including the interaction with the mode displays 3 pairs of singularities indicated
by arrows in Fig.8.3.1 the onsets at = £, below which the quasiparticles do not
have enough energy to excite a collective mode, a first minimum in the dipat )
(resp.wy + €2,) corresponding to the negative-energy (positive-energy) coherence peak,
and a second minimum in the dip—echoing the VHS peakVjfw)—which is more
pronounced for occupied states-at. — €2, but also visible al., + €2,. Therefore the
asymmetry of the dip structure between positive and negative biases receives a natural ex-
planation in terms of the asymmetry of the underlying BCS DOS, which in turn is due to
the VHS. The appearance of a double minimum in the dip is a direct consequence of the
BCS DOS having both a coherence peak-at and a VHS peak atw,.. Such a double
minimum is not observed in the experimental spectrum of &@.1 At positive bias, the
various broadening effect&{] are sufficient to smear out the two minima into one. On
the other hand, we have found that if the collective mode has a finite inverse lifetime of
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Density of states

w (meV)

Figure 8.3.1: High-resolution calculation of the DOS in the absen¢g.{), dashed

line, shifted vertically] and in the presenc¥ (w), full line] of the coupling to the spin
resonance. The energy and shape of the structures induced by the electron-spin coupling
(arrows) is an “inverted image” of the singularities presentin the BCS OB X, ¢, ),

shifted by the mode enerdy,. The parameters are as in F&2.1, except forA, = 40,

&v = —40, and(2; = 30 meV. The inset shows the self-energy diagram with the full line
representing the BCS Green’s function and the wavy line the spin susceptibility.

only ~ 6 meV [41], then the two minima in the dip fade away resulting in a smooth dip
also at negative bias as observed experimentally.

The exact relationship between the position of the various structur®sun and the
parameters of the model is not straightforward. The peak maximum, which we have
denoted byA,, is not related in any simple way to the structuresNig(w), although
it is numerically close tav,. Furthermorew, is not given byA,, but by the value of
the gap functiomA (k) = £2(cosk, — cosk,) at the Fermi crossing near the M point.
Hencew, is slightly smaller than\,. The case ok is simpler, and it can be shown that
we = /&4 + A3. It follows that the first minimum in the dip at negative energy lies to

a good approximation atA, — €2, and the second at, /5 + A2 — €. In Fig.8.3.2

we illustrate these two dependencies by varyingand&y, independently in the model.
Our starting point is the spectrum of Fig.2.1reproduced in bold in Fig8.3.2 In order
to facilitate the comparison we have positioned the spectra relative to the negative-energy
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Figure 8.3.2: Evolution of the theoretical tunneling conductance upon varyirig, (@)
(b) &m. The remaining parameters are the same as in&Rj1 Energies are measured
relative to the peak maximum atA,,.

coherence peak. Varyirg, while keepingéy fixed we clearly see that the main change

in the spectrum is a displacement of the dip and hump relative to the peak, consistently
with the interpretation given in Fi@.3.1 In particular, the width of the dip at negative
bias does not depend éb,. As (), increases, we also observe that the coherence peaks
become taller and thinner, while developing a shoulder. This shoulder carries part of
the spectral weight expelled from the dip, and progressively exits the coherence peak as
the difference in the energy scal@s and 4, increases. Fig3.3.4a) further shows that

2, has not much influence on the electron-hole asymmetry of the spectra. In contrast,
changing the position of the VHS by varyigg dramatically affects this asymmetry. At

the lowestty considered the spectrum is almost symmetric. As the VHS moves toward
negative energy, the dip at< 0 gets wider (the first minimum in the dip does not move,

as expected) and the dipat> 0 dies out. Inspection of Fig.3.2also shows that the
maximum of the hump feature tracks the second minimum in the dip, and thus depends
on bothQ2, and¢y. Furthermore the hump gets flattened@g increases.

Having clarified the different roles 61, and¢y, in the shape of the model DOS, we now
come back to experiment. In Fi§.3.3we plot a series of tunneling conductance spectra
with peak-to-peak gaps ranging frafy), = 36 to 54 meV. As a function of increasiny,,
we first observe that (i) the dip for occupied states gets wider, (ii) the dip for empty states
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gets weaker, and (iii) the hump at negative energy flattens out. These three trends are
all observed in Fig8.3.4b), and therefore strongly suggest that the increas®,ajoes
together with a displacement of the VHS towards negative energies. This is also fully
consistent with the idea that local increasesgfin inhomogeneous samples reflect local
decreases in the hole concentration. Another obvious trend of the data 81FRjs that

the coherence peaks are reduced with increasing gap. As seen3FK&p), this is also
consistent with a shift of the VHS to lower energy. However, a look at&Rqa) shows

that this trend can also be ascribed to a decrease in the valde oDur calculations
indeed confirm thaf,, as determined by fits to the spectra in RB¢3.3 decreases from

34 to 24 meV with increasing,,. The energy difference between the coherence peak and
the dip minimum in the experimental spectig;,, also decreases with increasing, but

less thart), (from 39 to 35 meV), as can be seen in F8g3.3 From these numbers it
appears clearly th&ty, overestimate§), by 5 to 10 meV. Recently the energy difference
betweenA, and the inflection point between the dip and the hump (extremum in the
d*I/dV*? spectrum) was used as an estimat@pfn Bi2212 [34], resulting in an average
value of 52 meV. This same estimate would giv& gindependent result of 57 meV

for the data in Fig8.3.3 almost a factor of two larger th&i,.

8.4 Fitting program

We have developed a computer program in order to perform the fits of the tunneling
conductance spectra. In this section, we briefly describe this program. As an input infor-
mation, It needs the spectral datg/dV (V) and the starting values of the parameters to
fit. It computes the DOS for the different data energies using the Green'’s function formal-
ism. A two-dimensional array of typicallyl2 x 512 points is defined in order to compute
the modelled Green’s function in momentum space. Therefore, each element of the array
represents a givek-value which is defined in the first Brillouin zone. A schematic flow
chart of the program is shown below in this section. The equations referenced in the flow
chart were defined in chapt2r The most time-consuming part of the DOS computation
is the self-energy determination(k,w) which involves basically a convolution of the
BCS Green’s function and the collective mode. This convolution is performed by apply-
ing Fourier transformations. Once the self-energy has been computed, the corresponding
DOS is determined to be later compared to the data.

During the fitting process, the parameters are varied using the Levenberg-Marquardt
algorithm. This algorithm minimizes);., which is the square difference between the
computed DOSV (w) and the experimental datid /dV (w):

dI 2
Siter - ; {W(wz) - N(wl):| ) (841)
whereiter is the iteration number of the fitting process andns over all the energies of

the data. The fit is stopped either when 100 iterations are performed or convergence has
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Figure 8.3.3: Various STM conductance spectra of Bi2Z23=€ 111 K) at7 = 2 K.

Each curve is an average of several spectra taken at different locations on the same sample,
all having the indicated peak-to-peak gap. g, is the energy difference between the

dip minimum (dot) and the peak maximum at negative bias, relative to which voltages are
measured.

been reached. This condition is

iter > 100 or Siter — Siter—1 < 1079, (8.4.2)

As an output, the program gives the DOS that best fit the data and the resulting param-
eters. A successful fitting is typically obtained after 16 hours since each iteration takes
aroundl5 minutes.
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Start Fit
dr/dv
spectra

Input datadI /dV
to fit and parameters
of the modelbp(5),
setiter = 0.

Initialise fitting

parameters:

setpiter(5) = p(3),

seti = 0 and N E equals

to the number of voltages in
dI/dv.

Compute

1. gapAgk, Eq.2.4.1

2. band dispersiogy, Eq.2.4.3

3. quasiparticles energyy, Eq.2.3.7
4. Bosonic modd,. Eq.2.3.16

Simple flowchart of the developed program
to fit dI/dV spectra measured by tunneling
spectroscopy. The Egs are defined in Section
2.3

Compute

1. BCS Green's functiofi?g (k, w; ),
Eqg.2.3.11

2. Self-energy(k, w; ), EQ.2.3.18
using the convolution theorem

Compute

1. G11(k, w;), EQ.2.3.19
2. DOS:N (w;), Eq.2.3.20

Condition8.4.2

4{ iter = iter 4+ 1

Yes

Compute

Siter = i [ (@i) = N(wi)]

Print fitted DOSN (w)
and parameters(;)

End
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Table 8.5.1: Fitting parameters obtained, see 8i§.1

A, (meV) Qi Ao (meV) | &y | (meV) Qg (meV) g(meV) x2

36 40 32 39 34 1020 0.92
38 40 34 42 34 920 0.31
40 38 36 38 33 1105 0.92
42 38 38 39 33 1230 0.43
44 36 41 40 31 1270 0.80
46 36 45.5 41 27 1230 0.32
48 36 48 44 27 1330 0.39
54 34 56 54 24 1470  0.39

8.5 Fits to the spectra

Using the program described in the previous section, we have fitted all the spectra
shown in Fig.8.3.3 The results are shown in Fi@.5.1and they reproduce the overall
features of the spectra. The fitting parameters are the/gaphe position of the Van-

Hove singularity¢,,, the collective mode enerdy, and the coupling parameter It is
important to remark that the coupling parametéras dimensions of energy. We observe

that the fits describes all the asymmetries present in the spectra: they reproduce with great
accuracy thé/-shape form at energies below the gap, the variation of the height of the
coherence peaks as well as their asymmetry, and the dip-hump structure at negative bias.
As it was previously discussed, the collective mode determined from the energy position
of the dipQ4;, = Eup — A, usually overestimates the collective mode endigy The

fits does not reproduce accurately the dip depth at negative bias. This could be improved
if we consider a better description of the VHS shape.

The values of the fitted parameters are shown in T8l In this table, we also
show the values of the gap extracted from the peak-to-peak’gaphe estimation of
the collective mode energQ., = Eu, — A,, and the final value of? = Sy, as it
was defined in Eq8.4.1 The difference between the experimental ggpand the gap
value extracted from the fih is as big a$ meV. Comparing also the collective mode
estimation from the dip positiofi,;, and the result obtained from the fit, their maximum
difference is 10 meV.

The evolution of the fitted parameters shown in TehR 1 A,, £, and), with the
peak-to-peak gap, is plotted in Fig.8.5.2 An almost linear increase &, is observed
as expected showing that a good estimation of the gap is the coherence peaks distance.
The energy position of the van Hove singularity moves away from the Fermi level which
is consistent with a decrease of the doping concentrationAvjthFinally, the collective
mode energy decreases wily.
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Figure 8.5.1: Averaged spectra for an optimal doped sample of Bi2223 compound (full
dots) and the corresponding fitted DOS (lines). The spectra have been shifted vertically
for clarity.
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In summary, we have shown that the van Hove singularity plays a crucial role in shap-
ing the spectral features induced in the STM spectra by the interaction of quasiparticles
with bosonic modes. As a result, the determination of the bosonic mode energy from
STM data is not straightforward. The model described in Ch&a#iowed us to develop
a computer program in order to fit the measured tunneling conductance. Our preliminaries
fit shows a systematic behavior of the bosonic mode energy and the energy position of the
van Hove singularity with\,,. This model shows that the bosonic mode energy cannot be
deduced directly from structures in thé/dV or d*1/dV? spectra, due to the presence
of the van Hove singularity. These results, valid for a coupling to(ther) magnetic
resonance, might well also apply to phonon models.

In future work, more realistic band structures should be included in the model. Also a
more detailed study of the doping dependence of the dip in Bi2223 should be carried out.
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Figure 8.5.2: Evolution of the gafy,, the energy position of Van-Hove singularjty,, |
and the collective mode ener@y, with the peak-to-peak gapr, obtained from the fits
shown in Fig.8.5.1
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Chapter 9

Conclusion and Perspectives

In this work we have measured the spectroscopic properties,8fBlaCuyOs. s
(Bi2212) and BjSrCaCu;0,5 (Bi2223 systems. In both systems, we observe nano-
metric spatial variations of the spectra which were interpreted as a manifestation of a non-
uniform distribution of local doping concentration. We have related the superconducting
transition width obtained fromc-susceptibility measurements to the standard deviation
of the superconducting gap and found that homogeneous samples generally have small
transition widths. This macroscopic criterion can be used for selecting the most homo-
geneous samples at a nanometric scale. In previous war, [it has been shown that
homogeneous spectral properties can also be obtained in Bi2212, at least in the overdoped
region. These studies indicate that an inhomogeneous distribution of spectral properties
Is not crucial for superconductivity. This question is still under debate and further work
should test this hypothesis.

A detailed study of a single vortex core in Bi2212 has been performed. We were
able to relate the spatial distribution of the vortex core states to a four-fold symmetric
modulation present inside the vortex. It has been observed that the intensity of the core
states is maximal at the maximum of the four-fold pattern. This pattern had an energy-
independent period af4.3 + 0.3)a oriented along the Cu-O bonds. We found that the
intensity of the four-fold modulation was maximal@tmeV. It was at this same energy
where the core states were observed. These observations allowed us to conclude that the
vortex-core states are closely related to the four-fold modulation. Comparing our results
with the observations of Vershingt al.[2(] in the pseudogap state abd¥e we find that
the vortex cores and the pseudogap present similar spectra with the existence of a non-
dispersive four-fold modulation. Our results establish a connection between the four-fold
modulation, the vortex-core states and the pseudogap. However, the effect of the vortex
core on the core states and hence the square modulation is not yet clear. In a previous
work [110, it was shown that the core state energy scales with the local gap magnitude.
All these observations indicate that there is a link between the superconducting state, the
pseudogap and the vortex cores. In the future, further studies should concentrate on the
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relations between the core states, the four-fold modulation, the superconducting gap and
the pseudogap.

A double-peak structure was usually observed in the Bi2212 spectra. We observed
that the two peaks are separatedbyl2 meV and their intensity varies strongly at a
1.8 A distance, with3.8 A being the interatomic separation of the copper atoms. Based
on the observed double-peak phenomenology, certain possible interpretations have been
discarded. However, it was not possible to give a clear explanation of its origin which
should be revealed in more detailed studies.

We have discussed in detail the spectral form of Bi2212 and Bi2223. By comparing
them, we observed similar trends in the spectra as the gap increases: the energy position
of the dip relative to the gap decreases and the slope of the spectra takeOanV
also decreases. In particular, the Bi2223 spectra with a gap of 45 meV present the same
spectral characteristics than the Bi2212 spectra with= 36 meV.

We describe a model including Bogoliubov quasiparticles settled in a two dimensional
tight-binding model and coupled to a collective mode. We have carried out “brute force”
fits of the STM spectra which allowed us to determine the doping evolution of the model
parameters. These fits together with a detailed analysis of the model have given us great
insight into the relationship between trends in the spectral features and parameters varia-
tion. Focusing on the effects of the van Hove singularity (VHS) and the collective mode,
we have found that the VHS determines the energy asymmetry of the spectra. In this
model, the energy position of the dip is approximatively determined by the collective
mode energy plus the gap value. However, the energy position of the hump structure,
situated beyond the dip, depends on the interplay of the VHS, the collective mode and the
gap. As a result, determining the frequency of the mode from STM data is complicated,
and cannot be done directly from simple structures indh&lV or d?1/dV? spectra.

This conclusion, obtained for a coupling to tfwe, 7) spin resonance, also applies to
phonon models. Finally, we have shown that this relatively simple model includes the
most important physical parameters necessary to accurately reproduce the STM spectra.
In future work, extensions to this model will be considered in order to fit other features of
the tunneling spectra.



Appendix A

Evaluation of the Function B(w, F)

From Egs.2.3.14to 2.3.20it results that the functio®(w, £') entering in Eq.2.3.18
IS
Lr(er — E)[Lr, (€2 — Q) — Lr,(e2 + Q)][1 — f(e1) + b(e2)]

w— € — €y + 10T ’

(A.0.1)

B(w, E) = /d61d62

wheref andb are the Fermi and Bose functions, respectively. Changing variables this can
be rewritten as

B(w, E) = / dx Ly (x) / dy Lr,(y)

w—FE—-Qi—2+4+10t —y

—/delLF(e1 _ E)f(q)/dy Lr,(y)

w—Q — € +i0T —y

LF(.CE)
-i—/dGQLFs(E? = 2)b(e2) /dxw —FE—e+i0t -z
o (A.0.2)

Using the identity| dzLr(x)7(z — 2) = 1/[z + iT'sign(Imz)] we have
1 B /de Lr(er — E) f(e1)
w—FE—-Q,+i(T+T,) "o —Q,+il, — g

Lr, (e — Q,)b(e2)
+/d€2w e~ {0 - ) (A.0.3)

Bw,E) =

The remaining integrals can be performed by closing the integration contour in the
complex plane. Due to the poles of the Fermi and Bose functions at the frequengcies
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and (2, respectively, the integrals involve infinite sums of the residue of these poles.
These sums can be rewritten in terms of the digamma function

Q|
Y(z) = lim (lnN— E ) . (A.0.4)
" +x

N—oo

We quote only the final result:

T Bw—Qs
1— f(ET)+b(Q, —i,) T ¥ (% + 5+ 55 ))

Bw,E) =
(w, E) w—E—Q,+i(0+0,)  n(w—FE—Q, +il,)2+I2
o fw—E)
no V(EAMER) [T e (T
T (w—FE—-Qy+i)2+T2 27 w—FE—-Q,+ i +7T,)
o vGtERten) (G5
w—E-Q,— il -T,) w—E—Q,+il—T,)
[, — -} (A.0.5)

The function B simplifies considerably in the case of a sharp mbBde=(0*) and sharp
guasiparticlesI{ = 0%) as well as zero temperature:

1

= Fs = P = = , U
w— E — Qgsign(E) +i0* ( T=0) (A.0.6)

B(w, E)

as can be readily deduced from Eg0.1by replacing the Lorentzians by delta functions.
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Cross-correlation definition

The cross-correlation between signéls) andg(r) is defined as

JUx) =) x (g(r + R) —g)d>r

Cfg(R> - Cff(O)ng(O)

(B.0.1)

The cross-correlation functiofiy,(0) yields 1 for identical imagesf(r) = g(r) and
—1 for the image and its negatiyér) = —g(r). For non-correlated imagé€s, (0) yields
0. The auto-correlation of the signé(r) is defined as

Ar(R) = Cpp(R). (B.0.2)
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Appendix C

Fourier Transform definitions and
convention

The Fourier Transform of the discrete sigiéa(k) (and of its inverse:(j)) is defined:
N
o (i2n /Ny =D (k=1)
X(k) = 3 () ()Y,
=1
N

x(j) = %ZX(/{;) (ez‘27r/zv)—(j—1)(k—1) ’
1

<

b
Il

To conserve the same energy spectrum, we scale the Fourier trankfdrrin the
following way:

| N
M =52 @)
7j=1
1 X
X (k)= — Zx( ) ( sz/N)(J*l)(kfl)
M =
e i—1)(k—1
z(j) = _ZX(k) (ei27r/N)_(]— )(k—1)
M=

| N
M= 752 1 XW]
X(k) = % Zx(]) (eiQW/N)(jfl)(kfl)
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132 Appendix 9. Evaluation of the FunctionB(w, E)

The Normalized Fourier Transform Intensity ¢rm Irr(E, q)) is:

Irep(E
Norm Ipr(E,q) = —FT( )

> lrr(E,q)
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